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MAF/TIGER Introduction 

• Master Address File 
•  An inventory of all known living 

quarters in the US  
•  Contains 

• Mailing Address, if one exists 
• Descriptive Address, when no city-

style address exists 
• Census Geographic Location 
• Source and History data 

•  Topologically Integrated 
Geographic Encoding and 
Referencing System 
•  A digital map of US, Puerto Rico 

& Island Areas 
•  Contains 

• Roads (Streets), Rail, Hydro 
• Geographic Entity Boundaries 
• Housing Unit Locations 
• Address Ranges and Zip codes 
• Key Geographic Locations 
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Oracle Spatial as a solution 

• Oracle Spatial Topology Data Model 
•  Persistent topology 
• Oracle TopoMap > MTTopoMap 
•  Business Rules 
• Delayed Calculations 
• Continuous updates (interactive & batch) 
• Map Viewer 
•  Benchmarks & MAF Updates (DSF Refresh, Geocoding) 
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MAF/TIGER Core API for Updating 
Oracle Spatial as a solution 
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GATRES 
Navigation 
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GATRES with Imagery 
Oracle Spatial as a solution 
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GATRES with Shapefile 
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GATRES with Scanned Map 
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TIGERweb 
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TIGERweb WMS 
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Crowd Sourcing Prototype 
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Batch Processing 

• Multiple simultaneous batch runs 
• Designated a branch for workflow control 
•  Spatial locking enables multiple updates 
• Nightly runs for DTD 
•  Linux Batch nodes (Java, Perl, Shell, C, etc.)  
•  Job scheduler (Cronacle) 
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Pre-Benchmark Process Flow 
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Post Benchmark Process Flow 
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Processing Constraints 

• Complex Spatial Database, quite large, mission critical 
• Growing at 10-15% annually 
• Demands from user community for spatial and temporal 

accuracy and quality 
•  Stringent processing deadlines remain, so GEO is processing 

more data in shorter time 
• Oracle database on >100 nodes, scores of applications 
• Cache fusion 
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Processing Constraints 

•  IT Expectation 
•  Consolidation 

• Databases 
• Servers 

•  Virtualization 
•  Elasticity, Agility 
•  Service Oriented Architecture 
•  Reduction in storage 
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Future Needs 

• GSS Initiative 
•  Ability to handle larger loads on systems 

•  Data Visualization 
•  Data Caching now a default expectation 
•  Change Detection 
•  Quality assessments before update 
•  Frequent data exchange with partners 
•  Conflation 
•  Services including those for Corporate Listing Device 
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Future Needs 

•  Ability to handle larger loads on systems (address related) 
•  Geocoding 
•  Address Matching 
•  Address Standardization 
•  Unduplication 
•  Address Extracts 
•  MAF Structure Points 
•  Uploads of Address Lists from partners 
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Future Needs 

•  Twice a year product generation to be converted to immediate 
availability after updates as desired and appropriate 

•  Eliminate months of MAF related large table processing 
•  Interactive (GATRES) users desire to see the benefit of a 

better performing database 
•  Elimination/reduction of cache fusion, our production 

bottleneck 



24 

Oracle Spatial on Exadata - POC 

GEO’s Exadata Testing 
• Oracle coordinated about a week’s access  
•  Access to Exadata X2-8 and a batch node 

•  Dedicated Oracle Spatial expert, DBA, architect 
•  Daily status meetings with Census staff 

•  2 ADC areas, 5 branches involved at Census 



25 

Oracle Spatial on Exadata - POC Data 

• Data for Testing 
•  GEO prepared a spatial dataset on an 11g RAC 
•  Maryland and Virginia 
•  Scrubbed Title 13 
•  Simulated MSPs 
•  Topologically valid, complex geometries 
•  Data delivered on DVD 
•  Disk sanitized at the end of testing 
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Oracle Spatial on Exadata - POC Apps 

•  Applications for Testing 
•  GEO chose CPU intense, I/O intense applications 
•  Spatial, Topological, Relational 
•  Very large queries to large number of queries 
•  Reads and updates, Oracle cache and JVM 
•  Parallel processing, concurrent execution 
•  DBA related activities (backup, exports, imports) 
•  Workflow control, tracking, logging, job status 
•  VALGEO, VALTOPO, DTD, TOLCHECK, LISRDS 
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Oracle Spatial on Exadata - POC Install 

•  Installation and Configuration 
•  All Census applications could be installed and configured quickly 
•  Minor modifications to the drivers to use JDBC on their batch node 
•  Their DBA loaded the data into Exadata 
•  Driver scripts in PERL and Java libraries bundled 
•  Data refreshed from master copy to start fresh 
•  Performed same actions at Census  
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Oracle Spatial on Exadata - POC Test 
Execution 

•  Execution per a test plan 
•  Identified tests for every day 
•  Jobs submitted on Oracle and Census servers 
•  Jobs captured results into a control table 
•  Overnight runs 
•  Daily evaluation of results 
•  Additional ad hoc queries during day  
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Oracle Spatial on Exadata – POC 
Results 

•  Test Results 
•  Functional testing had no issues, all applications and DBA 

activities performed as expected. 
•  Biggest improvement was seen when jobs were submitted in parallel.   
•  VALGEO submitted as 84 counties at a time and it finished the whole 

158 counties in 13:19 min. 
•  Similarly VALTOPO finished in 24:09 min.  
•  TOLCHECK finished in 31:04 min. 
•  Individual jobs were faster 
•  Outperformed PRODTRAN (10 node RAC). 
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•  Preparation for transition, installation, and implementation 
•  11g Spatial database for testing, prototype environment 
•  11g new features – Expert presentations 
•  Exadata presentations, technical discussions, solutions design 
•  Logistics, planning at data center, tools  
•  Training 
•  DEV, TEST and Production schedules 
•  Exadata as a component of Hardware Refresh & an Enterprise solution 
•  Integrated Exadata, Oracle spatial, GEO, IT team  

Oracle Spatial on Exadata - Transition 
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Oracle Spatial on Exadata 
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• Delete old vintages, identify stable and volatile schemas 
•  Identify patch sets based on testing (11.2.0.3) 
•  Identify candidates for compression 
•  All applications were re-released 
• Minimized downtime 
• GoldenGate POC 
•  Timeline of activities and assignment of responsibility 

Migration 
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Benefits Realized so far 
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• Out of the box solution helped advance schedule by months 
• One vendor, facilitated one comprehensive solution 
•  Larger queue sizes for batch jobs without cache fusion 
• Reduction in overall calendar time for projects 
• DSF Refresh: 98% completed in 6 days versus 3 weeks 
•  Benchmarking progressing at <50% legacy time 

Benefits Realized so far 
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Benefits Realized so far 
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Benefits Realized so far 
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Benefits Realized so far 

04/25/2012	
  00:00:00	
  

04/26/2012	
  00:00:00	
  

04/27/2012	
  00:00:00	
  

04/28/2012	
  00:00:00	
  

04/29/2012	
  00:00:00	
  

04/30/2012	
  00:00:00	
  

05/01/2012	
  00:00:00	
  

05/02/2012	
  00:00:00	
  

0	
   50	
   100	
   150	
   200	
   250	
   300	
   350	
   400	
   450	
   500	
  

Extract	
  jobs	
  on	
  Exadata	
  



38 

Benefits Realized so far 
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