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High Availability Java Message Service

GlassFish Server supports the Java Message Service (JMS) API and JMS messaging through its
built-in jmsra resource adapter communicating with Open Message Queue as the JMS provider.
This combination is often called the JMS Service.

The JMS service makes JMS messaging highly available as follows:

Connection Failover
If the primary JMS host (Message Queue broker) in use by a GlassFish instance fails, Message
Queue transparently transfers that broker's load to another JMS host in the JMS host list,
maintaining JMS messaging semantics.

For more information about JMS connection failover, see “Connection Failover” on
page 161.
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Message Queue Broker Clusters
By default, when a GlassFish cluster is created, the JMS service automatically configures a
Message Queue broker cluster to provide JMS messaging services, with one clustered broker
assigned to each cluster instance. This automatically created broker cluster is configurable to
take advantage of the two types of broker clusters, conventional and enhanced, supported by |
Message Queue.

Additionally, Message Queue broker clusters created and managed using Message Queue
itself can be used as external, or remote, JMS hosts. Using external broker clusters provides
additional deployment options, such as deploying Message Queue brokers on different hosts
from the GlassFish instances they service, or deploying different numbers of Message Queue
brokers and GlassFish instances.

For more information about Message Queue clustering, see “Using Message Queue Broker
Clusters with GlassFish Server” on page 163.
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More Information

Recovering Message Queue

JMS service configurations, including JMS host configurations for Embedded and Local J]MS
hosts, are stored in the Domain and are recovered when the Domain Administration Server
(DAS) is recovered.

Most private data, such as file-based messages stores, maintained by a Message Queue broker
acting as an Embedded or Local JMS host is stored with the GlassFish instance the broker is
servicing and is recovered when the instance is recovered. However, if the broker is a member of
an enhanced broker cluster, the private data is stored in a highly available database, and must be
backed up and restored according to the database vendor's instructions.

Configuration information and private data for Message Queue brokers and broker clusters
acting as Remote JMS hosts are stored in the Message Queue IMQ_VARHOME directory. Back up
and restore these items using Message Queue utilities, as described in the Open Message
Queue 4.5 Administration Guide.
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