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Sun QFS and Sun Storage Archive Manager (SAM-QFS) 5.1 Information

This PDF file contains documentation for the Sun QFS file system and Sun Storage Archive Manager (SAM-QFS) 5.1 release.

Because of the migration of SAM-QFS documentation from wikis.sun.com to OTN, some links in this PDF file might not work. You will also need
to access man pages from the product software rather than through this PDF file.
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Sun QFS and SAM-QFS 5.1 Release Notes

What's New in the SAM-QFS 5.1 Release?

The SAM-QFS 5.1 release provides the foundation for the next generation of file system and storage archive management products. This release
improves stability and performance over the previous SAM-QFS products. Although no significant new features are provided, several key
enhancements are intended to ensure the safety of your data.

Specific fundamental improvements include the following:

I/0 path - Several bugs were fixed that relate to memory mapping 1/0.

Archiver operations — Several bugs were fixed that improve archiver performance and operations.

Recycler operations — Several bugs were fixed that improve recycler performance and operations.

Stager operations — Several bugs were fixed that improve stager performance and operations.

Sideband database consistency — Several bugs were fixed that improve the consistency of the sideband database.



® Rolling upgrades - If you are already running SAM-QFS 5.0, you can upgrade individual shared file system clients to SAM-QFS 5.1
without taking down the rest of the file system. For more information, see Support for Rolling Upgrades in a Shared Environment.

® |mproved remote disk archive performance, especially in a high-latency WAN environment — The remote disk archive write size on the
client is now set to the value of the bl ksi ze parameter set in the / et ¢/ opt / SUNWsanf s/ rft. cnd file on the server. If no value is
set, the default is 1 MB.

® Stager direct I/0 behavior — The previous default for di o_mi n_si ze threshold on the stager was set at 32 MB. The threshold was
changed to 8 MB to improve performance.

To view an abridged list by product feature of bugs fixed in this release, see Significant Bugs Fixed in This Release.
Also, a few key enhancements were made to the documentation for this release:

® Man pages are now viewable from the documentation wiki. See SAM-QFS Man Pages by Section.
® |nformation about using SAM-QFS with Solaris Cluster has been significantly enhanced. See Using SAM-QFS With Solaris Cluster.

Operating Systems

Sun QFS and SAM-QFS 5.0 software require the following minimum operating system release:
® Solaris 10, Update 6
In addition, you can use any of the following operating systems as a client in a shared file system:

Solaris 10, Update 6 for x86 (32-bit)

Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms

Red Hat Enterprise Linux 4.5 for x64 platforms

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms
SuSE Linux Enterprise Server 10 for x64 platforms

SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms

Support for Rolling Upgrades in a Shared Environment

You can upgrade individual shared file system clients without taking down the rest of the file system. To perform a rolling upgrade, your
environment must include one primary metadata server and at least one potential metadata server.

Follow these steps:

Upgrade the potential metadata server.
Failover to the potential metadata server.
Upgrade the primary metadata server.
Failover to the primary metadata server.
Upgrade the clients.

Ul B W N =

) Note-

At any given time, the metadata server and the clients can only be one release apart.

Significant Bugs Fixed in This Release

File System Manager

Bug Description
Number
6759875 Directories continue to show in the recovery points list even after recovery points are removed from that directory.

6845375 SUNWfsmgr* packages are not zone-aware.
6903985 When an archive set is used without directives, the GUI fails to display the Policy details.
6838156 Loading log and trace file information causes an unrecoverable error when browsing in the Fault Summary page.

6908407 File System Manager silently fails when indexing recovery points, which leads you to believe valid recovery points exist when
they do not.


http://wikis.sun.com/display/SAMQFSDocs51/SAM-QFS+Man+Pages+by+Section

6916183

File System Manager does not notify you when you try to administer an older, unsupported version of the product.

File Systems

Bug
Number

6815281

6824029

6814247
6834508
6610921
6906396

6881109

6862290

6855570

6826981

6869469

6900403
6838989

6836907

Archiver

Description

Using NFS and Hitachi TrueCopy with standalone QFS file system might result in file corruption.

Attempting a restore of a dump made with sanf sdunp - uP might cause damaged inodes if there are dumped files with partial
release set and the file size is less than the partial release size.

SAM-QFS panics and shows "recursive rw_enter" messages in the / var / adnm messages file.
ACLs not updated correctly on shared clients.

Forced unmount panics when archiver is running.

Panic can occur when trying to remove a directory during a shrink.

When a process on the file system client exceeds quotas when writing a file, if that file is removed, the corresponding data blocks
are not reclaimed back to the free space and quota information is not updated.

sanf sr est or e of a WORM (emul_lite) file system does not retain r et ent i on- peri od information.

Following a sanf sr est or e of a SAM-QFS dump (all metadata, no data) to a new file system shows missing files. Running a
sanf sck on the new file system show exactly the same number of orphan inodes. Restoring a single missing file from the dump
to the new file system seems to be successful, however the file later disappears again.

schproj ignores path access permissions.

When Oracle application binaries reside on shared QFS file systems, management of leases can lead to periodic bursts of CPU
activity, which deprive the system of the critical resources.

Linux clients for sites that have hundreds of clients send send BLOCK_vfsstat_v2 every 5 seconds.
sanf sconf i g needs to support SVM mirroring.

System panics while doing sl s - Don an inode that spans multiple volumes.

Bug Number Description

6282366

6786222

6757136

6911948

6882254

6876948

If a remote host goes down, the archive database notifies you that there is an error but the database continues to try to
access the remote host and hangs.

When using Berkeley Database, sometimes the sam ar chi ver d hangs due to lock conflicts.
The archiver considers tape label time for choosing tapes only in some cases, not in all cases.

In a remote disk archive environment where the remote server is accessed via a WAN, single stream archive write
performance drops dramatically when network latency increases.

Using of f | i ne_copy directly results in an archiver read timeout.

The ar copy process hangs when the disk archive volume is full rather than stopping and notifying the user.

6895723 and Archiving stops, and the archiver trace file contains many "cache lookup failed" messages. Killing and restarting

6872668

Recycler

sam ar f i nd restarts archiving only temporarily, then it stops again.

Bug Number = Description

6771843

6788703

Recycler unlinks archive files that are still writing to disk.

Running sam nr ecycl er may result in loss of data.



6894132
6872508

6872876

Stager

Bug
Number

6827025

6917209

6909454
6888067
6886154
6903449
6834028
6862318
6827689
6881720

6813177

The recycler hash table design causes performance problems, especially for large catalogs.
The recycler does not recover well from error and might still unlink files used by ar copy.

When hundreds of disk volumes are configured, recycler performance drops significantly.

Description

Staging fails and files are marked with damaged status, if the media is "STATUS_VOLUME_IN_USE."

When bad or non-existent volume or media parameters are used, st ager d goes into a loop, dumps a core file, and eventually
dies.

sam st ageal | d daemon dies without providing useful information to resolve the cause.

staging of files over 2GB in size fails

sam st ageal | d dies and cannot be restarted by sam f sd.

The di o_mi n_si ze threshold on the stager needs to be smaller (8 MB).

Occasionally, sam-stagerd_copy or sam-arcopy mark files as damaged when nothing is wrong with the files.
NFS file copy times can be quite long for offline SAM-QFS files.

sam st ager d_copy always uses direct I/0 even when user has explicitly disabled it.

Files that are migrated from a disk onto a SAM-QFS file system are marked "damaged" during staging.

For large numbers (thousands) of files, staging them from offline storage can be much slower than in the 4.6 release.

Configuration

6837405

6887901

6851383

SAM-QFS file system that was created on a ZFS pool appears to increase in size after unmounting and mounting.
SAM-QFS daemons fail to restart after a sequence of unbunt, sanf sgr ow, and mount processes.

Edits to clients section of di skvol s. conf on remote server are not recognized by sand confi g or a reboot.

sanf sdunp

Bug
Number

6824033

6824036

Description

If sanf sdunp - uP is used, files that have partial release set and no archive copies made have only the partial size dumped rather
than the entire file.

If sanf sdunp - P is used and the partial size for the file system is large, files that are smaller than the partial size are dumped
with the partial size. This causes sanf sr est or e to restore them with the partial size, and a subsequent sanf sck detects excess
data blocks.

Sideband Database

Bug Number = Description

6825691

6825691

6896876

6838583

6839852

For customers that use the sideband database, directory information becomes out of date in the database.
sandb update fails to update parent inode attributes.

Newly created files fail to get added to sideband database (samdb).

sandb check displays invalid error messages, although the consistency of the database might be affected.

On a new, empty file system (sammkf s), sandb check <fsname> -s dumps a core file.



6838468

6838124

6838143

inode checksum is not updated in the database.
If a consistency check is ran for a file that has multiple archive copies, copy 0 is not inserted into the archive table.

sandb consistency check does not update directory paths.

Storage Devices

Bug Number = Description

6905732

6795522

6812974

IBM LTO-4 WORM capability is broken.
sam generi cd dumps a core file and SAM-QFS hangs.

SAM-QFS tries to use a tape drive that is in the DOWN state.

Solaris Cluster and Oracle Real Applications Cluster (RAC)

Bug
Number

6687190
6611796
6560870

6886903

6855718

6855306

6850566
6843198
6714024
6706459

6732953

6866879
6838820

6828760

Description

sand bui | dntf does not support DID devices.
Shared QFS failover sometimes takes about 5 minutes to settle with the new server.
Shared QFS file system hangs during the sync of the file system during a panic.

In a COTC configuration, mount _sanf s displays an error about a cross-device link when bringing a resource group online,
although the file system is mounted.

Data corruption when NFS resource group primary node panics.

If a panic occurs while a failover to that node is in process, all file system clients go into a state from which you cannot easily
recover because any subsequent failover to a different node will not be successful.

Software tries to failover to server that has "host off" set in the host table.

QFS file system does not mount at boot on some clients.

Locks held for dead QFS clients are not released.

A heavily loaded system displays many warning messages about "sam_putapage: sparse block..." errors.

When Solaris Cluster resources are disables and the cluster reboots, all nodes dump a core file and display scqf s_boot time out
errors.

The MC_CLUSTER_MGM flag is not always set when needed in SC configurations.
Shared QFS failover using SUNW.gfs agent should failover file systems in parallel instead of serially.

In an Oracle RAC configuration, when the cluster is shut down, messages are displayed that indicate the file system daemon is not
responding.

Support Changes

Support Might Be Removed in a Future Release

The following might not be supported in a future product release:

® V1 inode and V1 superblock

Important User Clarifications

Excluding a Directory From sanf sdunp



When you want to exclude a directory, you must use a relative path with the - X excluded-dir option.

For example, the following command creates a dump file of everything in the / samdirectory except for the files in the / sanf not me/ not ne2
directory.

exanpl e# cd /sam
exanpl e# sanfsdunp -f /dunp-file-destination/sanfsdunp.today -X notne/ not me2

Cleaning up Orphaned Blocks

Once in a while, a shrink operation might leave a device in NOALLOC state after the sam shri nk process exits. To resolve this issue, run the
remove command again. If the device state still does not change to OFF, then there are "orphaned" blocks.

) Note-

Depending on your environment, you might choose to leave the device in the NOALLOC state. NOALLOC means the device
will not be used for additional allocation.
To clean up the orphaned blocks and change the state of the device to OFF, follow these steps:

1. Unmount the device.
2. Run sanfsck -F to clean up the orphaned blocks.
3. Use either samu renpve or samadm eq- r enove to remove the device.

Shared File Systems Using Oracle RAC and Solaris Cluster

) Note-

Do not mount shared file systems in the root (/) directory.

If you have configured your environment with Oracle Real Application Cluster (RAC) and Solaris Cluster and file systems are mounted in the root
(/') directory, boot or failover operations might not operate as expected. Unrelated Solaris Cluster agents might interfere with your file system.

Known Limitations in This Release

Misleading Validation Message for Oracle RAC Configuration (CR 6810721)

When you configure a stand-alone Sun QFS file system for use with Oracle Real Application Clusters (RAC), you might see validation messages
that are not appropriate.

If only the primary node has QFS standalone file systems mounted, the secondary node shows errors similar to the following when you tried to
add the orasrv-rs resource:

clresource: pocean2:global - Validation failed. ORACLE HOMVE /orahone/ product/10.2/db does not

exi st

clresource: pocean2:global - ALERT_LOG FI LE /orahone/ product/ 10. 2/ db/ rdbns/ | og/ al ert _swb. | og

doesn't exi st

clresource: pocean2:global - PARAMETER FILE: /orahome/ product/ 10. 2/ db/dbs/initswb.ora nor
server PARAMETER _FI LE: /orahone/ product/ 10. 2/ db/ dbs/ spfil eswb. ora exists

clresource: (C189917) VALIDATE on resource orasrv-rs, resource group OrabB, exited with non-zero

exit status.

clresource: (C720144) Validation of resource orasrv-rs in resource group OrabDB on node pocean2

failed.

clresource: (C891200) Failed to create resource "orasrv-rs".

The steps that you followed to add the or asr v-r s resource are similar to the following:



poceanl: root >cl resource create -g OraDB \

poceanl:root>-t SUNW oracl e_server -p ORACLE_HOVE=/ or ahone/ product/ 10. 2/ db \
poceanl:root>-p Alert_log_file=/orahome/ product/10.2/db/rdbns/|og/alert_swb.log \
poceanl: root>-p ORACLE_SID=swb -p Connect_string=oracl e/ dbal \

poceanl:root >orasrv-rs

Workaround - Follow these steps:

1. Enable f s- gf s- r s on the primary node on which the file system is mounted.
2. On the secondary node, mount the file system using the command nount -o reader file-system-name.
3. Set a resource dependency between the f s- qf s-rs and or asrv-rs resources.

poceanl: root >clresource create -g OraDB \

poceanl:root>-t SUNW oracl e_server -p ORACLE_HOVE=/ or ahone/ product/ 10. 2/ db \
poceanl:root>-p Alert_log_file=/orahome/ product/10.2/db/rdbns/|og/alert_swb.log \
poceanl: root>-p ORACLE_SID=swb -p Connect_string=oracle/dbal \

poceanl: root>-p resource_dependenci es=fs-qfs-rs orasrv-rs

..............................................................................................................................................................................

orasrv-rs poceanl Ol i ne Online
pocean2 Ofline Ofline
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What's New in the SAM-QFS 5.1 Release?

The SAM-QFS 5.1 release provides the foundation for the next generation of file system and storage archive management products. This release
improves stability and performance over the previous SAM-QFS products. Although no significant new features are provided, several key
enhancements are intended to ensure the safety of your data.

Specific fundamental improvements include the following:

I/0 path — Several bugs were fixed that relate to memory mapping 1/0.

Archiver operations — Several bugs were fixed that improve archiver performance and operations.

Recycler operations — Several bugs were fixed that improve recycler performance and operations.

Stager operations — Several bugs were fixed that improve stager performance and operations.

Sideband database consistency — Several bugs were fixed that improve the consistency of the sideband database.

Rolling upgrades — If you are already running SAM-QFS 5.0, you can upgrade individual shared file system clients to SAM-QFS 5.1

without taking down the rest of the file system. For more information, see Support for Rolling Upgrades in a Shared Environment.

® Improved remote disk archive performance, especially in a high-latency WAN environment — The remote disk archive write size on the
client is now set to the value of the bl ksi ze parameter set in the / et ¢/ opt / SUNWsanf s/ rft. cnd file on the server. If no value is
set, the default is 1 MB.

® Stager direct I/0 behavior — The previous default for di o_mi n_si ze threshold on the stager was set at 32 MB. The threshold was

changed to 8 MB to improve performance.



To view an abridged list by product feature of bugs fixed in this release, see Significant Bugs Fixed in This Release.

Also, a few key enhancements were made to the documentation for this release:

® Man pages are now viewable from the documentation wiki. See SAM-QFS Man Pages by Section.
® |nformation about using SAM-QFS with Solaris Cluster has been significantly enhanced. See Using SAM-QFS With Solaris Cluster.

Operating Systems

Sun QFS and SAM-QFS 5.0 software require the following minimum operating system release:

® Solaris 10, Update 6

In addition, you can use any of the following operating systems as a client in a shared file system:

Solaris 10, Update 6 for x86 (32-bit)

Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms

Red Hat Enterprise Linux 4.5 for x64 platforms

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms
SuSE Linux Enterprise Server 10 for x64 platforms

SUSE Linux Enterprise Server 10 (service pack 2) for x64 platforms

Support for Rolling Upgrades in a Shared Environment

You can upgrade individual shared file system clients without taking down the rest of the file syste

m. To perform a rolling upgrade, your

environment must include one primary metadata server and at least one potential metadata server.

Follow these steps:

. Upgrade the potential metadata server.

. Failover to the potential metadata server.
. Upgrade the primary metadata server.

. Failover to the primary metadata server.
. Upgrade the clients.

Ul B W N =

) Note-

At any given time, the metadata server and the clients can only be one release apart.

Related Topics

® Sun QFS and SAM-QFS 5.1 Release Notes

Using a MySQL Database With SAM-QFS

Using a MySQL Database With SAM-QFS

About the Sideband Database

To improve performance for saving and restoring archive data, you can use the MySQL database. The sandb(1M) library reads event logs

created by the sam f sal ogd daemon and issues SQL statements against the sideband database. Commands are executed through the sandb

script. See the sandb(1M) man page for further documentation.

If the sideband database is enabled (mount sam db), then the sam f sd daemon starts up the file system activity log daemon (sam f sal ogd
) when the file system is mounted. The sam f sal ogd daemon opens the event door, gets events from the file system, and logs the events to a

log directory. The log directory can be specified in the / et ¢/ opt / SUNWsanf s/ f sal ogd. cnd file.

Creating the Database

MySQL Requirements


http://wikis.sun.com/display/SAMQFSDocs51/SAM-QFS+Man+Pages+by+Section

The MySQL database does not have to be on the same system as the SAM-QFS software. For information about obtaining and installing MySQL,
see http://www.mysqgl.com/.

Make sure that you have enough space on the MySQL server to store SAM-QFS information. Although exact numbers are difficult to specify, the
following examples might help you to configure your disk space:

® 100,000,000 (One hundred million) files = 893 GB (less than a 1TB drive)
® 1,000,000,000 (One billion) files = 9TB

In one experience, 40 million files required 12 GB of storage for the database. Each file had two archive entries per file.
About the samdb.conf Configuration File

The / et ¢/ opt / SUNWsanf s/ sandb. conf file contains access parameters to the MySQL database for each family set. The following example
shows entries for the samfs1 and samfs2 family sets.

sanf s1: db. sun. com 3ksnn64: secret: sanfsl: 7009::/sam's aml
sanfs2: 1 ocal host: | aura: secret:sanfs2test:::/sanf san

For more information about the configuration file, see the sandb. conf (4) man page.

How to Enable Database Support

® To enable database support, use the sam db mount parameter.
For example:

...................................................................................................................................................................

# mount -F sanfs -0 sam db sanfsl

The sam f sd daemon starts up a per file system activity log daemon sam f sal ogd as each file system is mounted. The
sam f sal ogd daemon listens for events associated with its file system and logs them to files in the directory specified in the
f sal ogd. cnd file.

How to Initially Populate the Database

To populate the database, use the sanmdb(1M) load command with a load file created by sanf sdunp.
The following commands give examples of how the database load file can be created:

® To create a load file using current file system metadata, use sanf sdunp(1M).
For example:

The sanf sdunp - S option creates a database load file and will prevent creation of a regular dump file.

® While restoring from an existing dump file, it may be useful to generate a database load file at the same time.
For example:

...................................................................................................................................................................

® By adding the - S option to the command above, the same dump file can be used to generate a load file without actually restoring the
files.
For example:

® To directly populate the database with a single command using current file system metadata, use sanf sdunp(1M) and sandb(1M) in a


http://www.mysql.com/

pipeline.
For example:

...................................................................................................................................................................

# sanfsdunp -S -Z - /sanfsl | sandb | oad sanfsl

Using the Database

Improving Dump Performance

To improve the performance of sanf sdunp(1M), use the database for path name creation.
For example:

..............................................................................................................................................................................

# sandb dunp sanfsl | sanfsdunp -Y -f /path/sanfsl.dunp -

samdb Command Reference

The following is a brief list of available samdb sub-commands.

Sub-command = Description

check Verifiy the information in the database against the inodes of the file system.

create Create the database for the specified file system.

dump Generate a list of files for sanf sdunp.

drop Remove the file system from the database. You are asked to confirm removal.

load Load information from a sanf sdunp file into the database. You should use the check sub-command to verify that the

information is loaded correctly.

query Query the database for information about a file or volume number.

For detailed information, see the sandb(1M) man page.

Resizing File Systems
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Resizing File Systems

You can grow or shrink the size of a 5.0 or later file system without having to unmount the file system first. You can add a meta device, a data
device, or a stripe group device. You can only remove a data device in an na file system. There is no support for removing a device that has



metadata (mmdevices in an ma file system or nd devices in an s file system).

) Note-

® Online grow and shrink only apply to 5.0 or later file systems with a version 2A superblock. You can convert existing
file systems by using the sanf sck - u 2A command. Once converted, these file systems are no longer compatible
with versions of the software prior to 5.0.

® To grow older file systems, you must unmount the file system and then use the sangr owf s command. See Growing
an Unmounted File System for more information.

® Online grow and shrink are not supported with Sun Cluster.

Shrinking a Mounted File System

About Online Shrink

Shrinking a file system involves two components:

® For SAM-QFS file systems, release marks files as OFFLINE and stops additional data from being allocated on the device.
® |f files are archived, the device is released almost immediately.
® |f files on the device have not yet been archived, the device is not moved into the OFF state.
® |f the release command fails to move the device into the OFF state, wait a sufficient time for files to be archived. Then, run the
release command again to release any newly archived files. If there are files that cannot be archived, use the remove command
to move the data that resides on the device to other available data devices.
® For QFS file systems, remove moves currently allocated blocks from the current device to an alternate device.
During the removing process, the software performs these actions:
1. When the remove is started, the equipment is put into the NOALLOC state to prevent any additional space being allocated on
that device.
2. The software starts a background process that copies files from the device to another device that is in the ON state. This step
in the process might take some time to complete. To find out more about this process, see the sam shri nk(1M) man page.
3. When the removing process is complete, the equipment is placed into the OFF state.

Important Notes About Online Shrink

® You can only shrink one device at a time. If a remove or release operation is in process, you must wait until it finishes before shrinking
another device.
You cannot remove the last ON device in a file system. In other words, you can't shrink the device to nothing.
To remove a striped group:
® Provide the equipment number of any device in the striped group.
® You must have an equivalent striped group in the ON state to which to move the data. For example, if the existing striped
group has four equipment numbers, you must have another striped group that is in the ON state and that has four equipment
numbers.
® |f you try to remove a device that contains metadata, the process fails and a detailed error message is written to the
/ var/ adm messages file.

How to Release a Device in a File System From the Command Line

When you release a device from a file system, the software frees all disk space for files that have a valid archive copy. You might want to
perform this task to quickly release space on a device that is to be removed for hardware failure or other reasons.

Steps

1. To release the files on the disk, use one of the following commands:

# santnd rel ease <eq_nunber >
# samadm eq-rel ease <eq_nunber >

2. Use the sancmd mutility to monitor the progress of the release process.

Example — Releasing a Device in a File System



# samadm eq-rel ease 403
samadm eqg-rel ease: eq rel ease 403 started successfully.
Monitor 'sancnd m display for conpletion and '/var/adn nmessages' for errors.

How to Remove a Device in a File System From the Command Line

When you remove a device from a file system, any files that are on that device are moved to an alternate device and the removed device is
marked as OFF.

1. To remove a device from a file system, use one of the following commands:

! # sancnd renove <eq_nunber > :
i # samadm eq-renpve <eq_nunber> i

2. Use the sancmd mutility to monitor the progress of the remove process.

Example — Removing a Device in a File System

When the following example command executes:

1. LUN 404 is changed to the NOALLOC state.
2. The sam shri nk process starts moving the files to alternate LUNs that are in the ON state.
3. Once the data is completely moved, the state of LUN 404 is changed to OFF.

# samadm eq-renove 404
samadm eqg-renove: eq renpve 404 started successfully.
Monitor 'sancnd m display for conpletion and '/var/adnm nessages' for errors.

'ﬁ" How to Shrink a File System Using SAM-QFS Manager

) Note-

You can only shrink a file system when the file system is mounted. You can only remove a data device in an na file system.
There is no support for removing a device that has metadata (mmdevices in an na file system or nd devices in an s file
system).

1. From the Manage Hosts menu or the Managed Hosts page, choose the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to shrink.
Make sure that the status of the file system is mounted as indicated by a disk usage value in the related Disk Usage (Total) column.

3. From the Operations menu, choose Shrink.
The Shrink File System wizard is displayed.

4. Follow the steps in the Shrink File System wizard.
For help in the wizard, click the wizard Help tab.

Growing a Mounted File System

About Online Grow

You can grow the size of a shared or unshared file system without having to unmount the file system first. You can add a metadata device, a

data

device, or a stripe group device. You can also replace equipment that is in the OFF state with new equipment.

How to Grow a File System From the Command Line



1. Add the new device to the ntf file.

) Note-

Always add new devices at the end of the list of existing devices in the ntf file. Otherwise, the new devices do not
show up and you cannot grow the file system.

2. Reload the configuration.

The new device should show a state of OFF.

4. Add the new device to the existing file system.
Use one of the following commands:

# sancmd add  <eq_nurber >
. # samadm eg- add <eq_nunber > H

The new device should show a state of ON. This device is now available to be used for allocating storage for the file system.

Example — Growing a Mounted File System

The following example adds device 404 to the current file system.

# samadm eq- add 404
samadm eqg-add: eq add 404 started successfully.
Monitor 'sancnd m display for conpletion and '/var/adn nmessages' for errors.

How to Grow a Shared File System From the Command Line

1. On the metadata server, add the new device to the ntf file.

) Note-

Always add new devices at the end of the list of existing devices in the ntf file. Otherwise, the new devices do not
show up and you cannot grow the file system.

2. On the metadata server, reload the configuration.



The new device should show a state of OFF.

4. On the metadata server, add the new device to the existing file system.
Use one of the following commands:

# sancmd add <eq_nunber >
i # samadm eqg-add <eq_nunber> i

The new device should show a state of UNAVAIL.

6. On each client of the shared file system, add the new device to the ntf file.
® For Solaris clients, you can update the ntf file while the client is mounted and running applications.

. # sand bui | dncf
i # sand config i

® For Linux clients, you must umount the file system on each of the Linux clients, update
the ntf, and then mount the client.

! # unount i
. # samd config :
i # nount

# unount
i # nount 5
! # SANergy config

7. On the metadata server, enable allocation for the updated file system.
Use one of the following commands:

H*

sanmcnd al | oc <eq- nunber > :
samadm eq- al | oc <eq_nunber > H

The new device should show a state of ON. This device is now available to be used for allocating storage for the file system.

@" How to Grow a File System Using SAM-QFS Manager

When you grow a file system, you increase storage capacity by adding devices to the file system.

1. From the Manage Hosts menu or the Managed Hosts page, choose the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to grow.

3. From the Operations menu, choose Grow.



The Grow File System wizard is displayed.

4. Follow the steps in the Grow File System wizard.

For help in the wizard, click the wizard Help tab.

Growing an Unmounted File System

To increase the size of an unmounted file system, you add disk partitions or disk drives, and then update the ncf file and use the sangr owf s
(TM) command to expand the file system. You do not need to reinitialize or restore the file system.

When making changes to the ntf file, be aware of the following:

Add new partitions for metadata or data at the end of the ntf file, after the existing disk partitions.

You must add both a data device and a metadata device.

You can configure up to 252 disk partitions in a file system.

To increase the size of a Sun QFS file system, you must add at least one new metadata partition. Metadata partitions require an
Equipment Type value of nm

Do not change the Equipment Identifier name in the ncf file. If the name in the ntf file does not match the name in the superblock,
the file system can no longer be mounted. Instead, the following message is logged in / var / adni nessages:

...................................................................................................................................................................

WARNI NG SAM FS super bl ock equi prent identifier <id> on eq <egq>
does not match <id> in ntcf

How to Grow an Unmounted File System

. Use the umpbunt (1M) command to unmount the file system you want to expand.

If the file system is shared, unmount the file system on all client hosts and then on the metadata server. You can then perform the
remaining steps in this procedure on the metadata server.
For more information about unmounting a file system, see Unmounting a File System.

. If you want to rename the file system during this procedure, use the sanf sck(1M) command with its - Rand - F options to rename

the file system.
For more information about this command, see the sanf sck(1M) man page.

. Edit the / et ¢/ opt / SUN\Wsanf s/ ncf file to add the disk cache.
. Issue the sand(1M) conf i g command to propagate the ntf file changes to the system:

...................................................................................................................................................................

For more information, see the sand(1M) man page.

. Issue the sangr owf s(1M) command on the file system that is being expanded.

For example, type the following command to expand file system sanf s1:

...................................................................................................................................................................

If you renamed the file system, run the sangr owf s(1M) command using the new name. For more information about this command,
see the sanmgr owf s(1M) man page.

. Mount the file system.

For information about mounting a Sun QFS file system, see the mount _sanf s(1M) man page.

. Verify that the file system is ready to be used.

...................................................................................................................................................................

. If the file system is a Sun QFS shared file system, edit the ntf file on each participating client host to match the metadata server's ncf

file and rebuild the file system.
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About QFS and SAM-QFS

What is Sun QFS?

Sun™ QFS software is a high-performance file system that can be installed on Solaris x64 AMD and SPARC platforms. This high-availability file
system ensures that data is available at device-rated speeds when requested by one or more users. The Sun QFS file system's inherent scalability
enables the storage requirements of an organization to grow over time with virtually no limit to the amount of information that can be
managed. This file system enables you to store many types of files (text, image, audio, video, and mixed media) all in one logical place. In
addition, the Sun QFS file system enables you to implement disk quotas and a shared file system. This file system also includes the following
features:

Metadata separation

Direct I/0O capability

Shared reader/writer capability

File sharing in a storage area network (SAN) environment
Sun Cluster support for high availability

What is Sun Storage Archive Manager (SAM-QFS)?

The Sun Storage Archive Manager (SAM-QFS) product enables you to archive file system data. The SAM-QFS environment includes a storage
and archive manager along with Sun QFS file system software. The SAM-QFS software enables data to be archived to automated libraries at
device-rated speeds. In addition, it enables data to be archived to files in another file system through a process known as disk archiving. You can
archive the data on an "as-needed" basis, or you can define policies that determine when data should be archived. You can also set specific
schedules for when to archive data. You are presented with a standard file system interface and can read and write files as though they were all
on primary disk storage.

In a SAM-QFS configuration, the file system manages the online, nearline, and offline data automatically and in a manner that is transparent to
the user or application. Users read and write files to the file system as though all files were on primary storage. In addition, this configuration
backs up work in progress continually, automatically, and unobtrusively. Multiple file copies can be archived to many media types in a standard
format. This minimizes the need for additional backup and provides fast disaster recovery in an effective long-term data storage solution.

The SAM-QFS software archives files by copying the files from online disk cache to archive media. The archive media can consist of disk slices in
another file system, or it can consist of removable tape or magneto-optical cartridges in automated or manually loaded storage devices. In
addition, the SAM-QFS software automatically maintains online disk space at site-specified usage thresholds. It releases disk space associated
with archived file data and restores the files to online disk when they are needed.

The SAM-QFS configuration is especially suited to data-intensive applications that require a scalable and flexible storage solution, superior data
protection, and fast disaster recovery. This configuration also includes the following features:



Storage policy management
Complete volume manager
Disk-to-disk copying and archiving
Shared tape drives
Read-ahead/write-behind capability
File segmentation

) Note-

Although you can create and use Sun QFS file systems without the SAM-QFS archiving features, you cannot use the SAM-QFS
archiving features without using Sun QFS file systems. As a result, you follow one of these installation paths:

® |nstalling SAM-QFS (archiving and file system)
® |nstalling Sun QFS (file system only)

If you install just the file system and later decide that you want the archiving features, you must first uninstall Sun QFS then
install SAM-QFS. Existing file systems are not deleted and do not need to be rebuilt.

What You Can Do With SAM-QFS

Create file systems and configure them to be stand-alone, archiving, or shared

Create file systems that are configured for use in high-performance computing environments
Create stand-alone file systems

Add clients and potential metadata servers to and remove them from shared file systems
Grow file systems

Shrink file systems

Check and repair file systems

Support alloc/noalloc on Logical Unit Numbers (LUNs)

Mount and unmount stand-alone, shared, and archiving file systems

Mount and unmount VERITAS File Systems (VxFS)

Control archiving for archiving file systems

Manage archive policies for archiving file systems

Protect the data of mounted archiving file systems

What is the SAM-QFS Manager?

The SAM-QFS Manager software is a browser-based graphical user interface that enables you to configure, control, protect, and monitor one or
more file systems in your network from a central location. To access this central location, you can use the web browser on any host in your
network. The goal of the software is to provide a less complex way than the command line of performing the most common tasks associated
with these file systems. To configure options that are unavailable through the browser interface, use the command-line interface and
configuration files that are associated with the file systems.

SAM-Remote

The Sun SAM-Remote client and server storage management system enables you to share libraries and other removable media devices in a
SAM-QFS environment. All host systems included in a Sun SAM-Remote environment must have the same SAM-QFS software release level
installed and operational.

To configure the SAM-Remote software, create a file system that is configured for archiving. After the file system is tested and is known to be
configured properly, you can use the SAM-Remote instructions to enable remote storage and archive management.

Using SAM-QFS for High Availability

High-Availability File System Configuration Using Sun Cluster (HA-QFS)

You can install a Sun QFS file system in a Sun Cluster environment and configure the file system for high availability. The following configuration
methods are available, depending on whether your file system is shared or unshared:



® |n a shared file system, when the Sun Cluster software fails over, it moves the Sun QFS file system operations from the failing server to
a different server. The Sun Cluster software then moves the metadata server's operations from a failing node to another node without
requiring you to enter further commands.

® You can also have shared clients outside of the cluster in a Sun Cluster environment.
An unshared Sun QFS file system configured in a Sun Cluster environment is a highly available file system. Such a file system is
configured on one node but is enabled as a highly available resource within the cluster. When the node hosting the file system fails, the
Sun Cluster software moves the file system to another node.

For more information about these configurations, see Using SAM-QFS With Solaris Cluster.

) Note-

Although installing a Sun QFS file system in a Sun Cluster environment improves reliability and decreases or eliminates
unplanned downtime, it does not eliminate planned downtime. In order to maintain the health of the file system, the Sun QFS
software may need to be brought down occasionally to run the sanf sck process. It also needs to be shut down in order to
apply software patches or updates.

High-Availability Archiving Configuration Using Sun Cluster (HA-SAM)

SAM-QFS can be configured for high availability by using Sun Cluster software. Sun Cluster software provides high availability by enabling
application failover. The primary node is periodically monitored and the cluster software automatically relocates the SAM-QFS archiving
functions from a failed primary node to a designated secondary node. By allowing another node in a cluster to automatically host the archiving
workload when the primary node fails, Sun Cluster software can significantly reduce downtime and increase productivity.

High-availability SAM-QFS (HA-SAM) depends on the Sun QFS Sun Cluster agent, so this configuration must be installed with a shared Sun QFS
file system that is mounted and managed by the Sun QFS Sun Cluster agent.

For more information, see Configuring Archiving in a Solaris Cluster Environment (HA-SAM).

About Shared File Systems and the Linux Client

A shared file system is a distributed, multihost file system that you can mount on multiple Solaris Operating System (Solaris OS) hosts. One
Solaris OS host acts as the metadata server, and the others act as clients. You can also designate one or more clients as potential metadata
servers, enabling you to switch metadata servers.

Within a shared file system, the Sun QFS software can be installed on Linux clients as well as on Solaris clients. Unlike a shared Sun QFS Solaris
client, the Linux client is restricted to client-only behavior. It cannot be configured as a potential metadata server. The Linux client supports
interaction with SAM-QFS software, but has Sun QFS file system functionality only.

The Sun QFS software functionality is largely the same for the Solaris and Linux clients. For more information about the Sun QFS Linux client
software, see Using SAM-QFS on Linux Clients.
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New Features in SAM-QFS 5.1
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Backing Up SAM-QFS Data and Files

This section describes the recommended procedures for regularly backing up important data and files in the Sun SAM-QFS environment.

Backing Up File System Data

This section describes the recommended procedures for regularly backing up important data and files in a QFS file system-only environment.
For information about backing up in an archiving environment. see Creating Archive Recovery Points.

Setting Up Dump Files

File systems are made up of directories, files, and links. The file system keeps track of all the files in the . i nodes file. The . i nodes file resides
on the metadata device. The file system writes all file data to the data devices. Depending on your configuration, the metadata device can be
separate from the file system data device.

It is important to use the gf sdunp(1M) command periodically to create a dump file of metadata and file data. The dump process saves the
relative path information for each file contained in a complete file system or in a portion of a file system. This protects your data in the event of
a disaster.

You can create dump files as often as once or twice a day, depending on your site's requirements. By dumping file system data on a regular
basis, you can restore old files and file systems. You can also move files and file systems from one server to another.

Follow these guidelines for creating dump files:

® The gf sdunp(1M) command dumps file names, inode information, and data. This command creates full dumps, not incremental
dumps, of specified files and directories, and the resulting file can therefore be very large. The gf sdunp(1M) command does not have
any tape management, size estimations, or incremental dump facilities, as does
uf sdunp(1M). In addition, the gf sdunp(1M) command does not support volume overflow, so you need to weigh space considerations
and make sure that the size of the file system does not exceed the size of the dump media.

® The qf sdunmp(1M) command dumps all the data of a sparse file, and the qf sr est or e(1M) command restores all the data. These
commands do not, however, preserve file qualities that enable sparse files to be characterized as sparse. This can cause files to occupy
more space on dump files and on restored file systems than anticipated.

® Because you issue the gf sdunp(1M) command on a mounted file system, inconsistencies can arise as new files are being created on
disk. Dumping file systems during a quiet period (a time when files are not being created or modified) is a good idea and minimizes
these inconsistencies.

® Ensure that you dump metadata and data for all file systems. Look in / et ¢/ vf st ab for all file systems of type sanf s.

You can run the qf sdunp(1M) command manually or automatically. Even if you implement this command to be run automatically, you might
also need to run it manually from time to time, depending on your site's circumstances. In the event of a disaster, you can use the gf srest ore
(TM) command to re-create your file system. You can also restore a single directory or file.

For more information about creating dump files and restoring from them, see the gf sdunp(1M) man page. The following sections describe
procedures for issuing this command both manually and automatically.

How to Run the gf sdunp(1M) Command Automatically Using cr on



Perform this step for each file system in your environment. Make sure you save each dump file in a separate file.
1. For each file system, make an entry in the root cr ont ab file so that the cr on daemon runs the gf sdunp(1M) command periodically.

For example:

10 0 * * * (cd /qfsl; /opt/SUNWanfs/sbin/qfsdunp -f /dev/rnt/0cbn)

This entry executes the qf sdunp(1M) command at 10 minutes after midnight. It uses the cd(1) command to change to the mount point of the
gf s1 file system, and it executes the / opt / SUNWSanf s/ sbi n/ qf sdunp command to write the data to tape device / dev/ r nt/ Ocbn.

How to Run the gf sdunp(1M) Command Manually From the Command Line

1. Use the cd(1) command to go to the directory that contains the mount point for the file system.
For example:

...................................................................................................................................................................

2. Use the gf sdunp(1M) command to write a dump file to a file system outside of the one you are dumping.
For example:

Creating Archive Recovery Points

About Recovery Points

You can use the information stored in a recovery point to recover an archiving file system in the event of a disaster. It is important to use
SAM-QFS Manager or the sanf sdunp(1M) command periodically to create these recovery points.

When using the sanf sdunp(1M) command, note the following:

® The sanf sdunmp(1M) command dumps file names and inode information, not data. That is, the dump file does not include the archive
data stored in your file system. The dump file does include the inode and directory structure information necessary to quickly locate
the data on your archive media. This information is necessary for recovering from a file system failure. For more information, see the
sanf sdunp(1M) man page.

® You can use the - u option to the sanf sdunp(1M) command to back up metadata and file data for files that have not yet been
archived. A sanf sdunp(1M) snapshot taken using the - u option can be very large. Unlike uf sdunp(1M), the sanf sdunp(1M)
command does not have any tape management or estimation capability. You need to weigh the trade-offs of space and unarchived
data when using the - u option. For more information about these commands, see the sanf sdunp(1M) and uf sdunp(1M) man pages.

® |f a failure occurs after file system initialization, you can use File System Manager or the sanf sr est or e(1M) command to restore data
using the dump file.
For more information about using the sanf sdunp(1M) command, see the sanf sdunp(1M) man page. Also see the information on
metadata, disaster preparation, and recovery in the SAM-QFS Troubleshooting.

How to Create a Recovery Point (sanf sdunp(1M) Command) From the Command Line

1. Use the cd(1) command to go to the directory that contains the mount point for the file system.
For example:

...................................................................................................................................................................

2. Use the sanf sdunp(1M) command to write the output to a file system outside of the one that you are backing up.
For example:



If you have a specific list of files that you would like to dump, you can use the - | include_file option.This only dumps the files and
directories that are listed in the include_file. The include_file must have one relative or absolute path per line.

How to Schedule the sanf sdunp(1M) Command Using cr on

1. Make an entry in the root user’s cr ont ab file so that the cr on daemon runs the sanf sdunp(1M) command periodically.
The following code example shows a cron(1) entry.

...................................................................................................................................................................

00* * * find /csd.directory/sam-type f -ntinme +7 \
-print| xargs -1 rm-f; cd /sam \

/ opt/ SUN\Wsanf s/ sbi n/ sanf sdunp- f \

/csd. directory/ sam & squo; date +\ %\ %M %&r squo;

This example cr ont ab entry uses a QFS file system mounted on / sam Replace / csd. di r ect or y with an existing directory of your
choice. This entry causes the commands to execute each day at midnight. First, the old dumps are renamed and a new dump is created
in/csd. di rect ory/ sam yymmdd. After that, cr on(1M) emails the sanf sdunp(1M) output to r oot .Troubleshooting

If you have multiple QFS file systems, make similar cr ont ab entries for each file system. Save each dump in a separate file.

'ﬁ" How to Create a Recovery Point Using SAM-QFS Manager

You can create a recovery point from the SAM-QFS Manager interface at any time.
Follow these steps to create a recovery point:

1. From the Servers menu, select the server on which the file system that you want to administer is located.
The File Systems Summary page is displayed.
2. Navigate to the Recovery Points node under File Browsing & Recovery in the navigation tree.
3. Select the file system for which you want to create a recovery point in the drop down menu.
4. Click the Create Recovery Point Now... button.
The Take Recovery Point pop-up window is displayed.
5. In the Fully Qualified Recovery Point Name field, type the path and the name of the recovery point file that you want to create.
6. Click Submit.
For more information on creating recovery points, see the SAM-QFS Manager online help.

'ﬁ" How to Schedule Automatic Recovery Points Using SAM-QFS Manager

Scheduling a recovery point through the SAM-QFS Manager interface is the equivalent of creating a cr ont ab(1) entry that automates the Sun
SAM-QFS software process.

Follow these steps to schedule a recovery point:

1. From the Servers menu, select the server on which the archiving file system that you want to administer is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the archiving file system for which you want to schedule a recovery point.

3. From the Operations menu, choose Schedule Recovery Points.
The Schedule Recovery Points page is displayed.

4. Specify values on the Schedule Recovery Points page.
For instructions on using this page, see the SAM-QFS Manager online help.

5. Click Save.

Backing Up Configuration Files

The software regularly accesses several files that are created during the installation and configuration procedure. You should back up these files
regularly to a file system that is outside the file system in which they reside. In the event of a disaster, you can then restore these files from your



backup copies.

You should back up the following files regularly and whenever you modify them:

® Jetc/ opt / SUN\Wsanf s/ ncf

® Jetc/opt/ SUNWsanf s/ sanfs. cnu
® Jetc/opt/ SUNWsanf s/ def aul ts. conf

® Jetc/ opt / SUN\Wsanf s/ ar chi ver. cnd

For more information about the files you should protect, see SAM-QFS Troubleshooting.

Related Topics

Next Steps

Installing SAM-QFS Software

Installing SAM-QFS Software

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) products are closely linked. Depending on the features that you need, choose from
the following:

Feature Packages Required For More Information
License
Archiving (local file system)” SUNWsanf sr, SAM-QFS Installing and Configuring SAM-QFS
SUNWsanf su
Archiving (shared file system) SUNWsanf sr, SAM-QFS and Installing and Configuring SAM-QFS
SUNWsanf su QFS
Local or shared file system (no SUNWf sT, SUNWf su QFS Installing Sun QFS
archiving)
Browser-based management SUNW smgrr, SAM-QFS or Use f sngr _set up as explained in Installing SAM-QFS
SUNW sngr u QFS Manager.

* Formerly referred to as SAM-FS.

Installation Process

® Quick Start - Installing Sun QFS and SAM-QFS
® |Installing and Configuring SAM-QFS
Planning Your Environment
Release Package Contents
Preparing for Installation
Installing the Software Packages
Configuring the File System Environment
Initializing the Environment
® Setting Up Mount Parameters
Installing Sun QFS
Performing Additional SAM-QFS Configuration
Installing SAM-QFS Manager
Uninstalling SAM-QFS Manager
Upgrading Hardware
Upgrading QFS and SAM-QFS
Upgrading the Solaris OS
Complete (Printable) SAM-QFS 5.1 Installation Guide
Complete (Printable) Sun QFS 5.1 Installation Guide

Next Steps



Configuring the File System

Configuring a Shared File System
Configuring Storage Devices for Archiving
Configuring the Archiver

Y
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Contents

Before You Begin
How to Install the Packages
How to Enable SAM-QFS Logging
How to Enable SAM-QFS Daemon Tracing
How to Set Up the root PATH Variables
How to Set Up Stand-alone QFS
How to Set Up Shared QFS
How to Enable Network Time Protocol Daemon (Shared QFS)
How to Set Up the Network File System
® How to Install the SAM-QFS Manager
® Commands to Monitor a Shared File System
® Related Topics
® Next Steps

Installing Sun QFS and SAM-QFS - Quick Start

The following instructions are a high-level overview of the installation process. For more detailed instructions, see Detailed Installation
Instructions for SAM-QFS and Detailed Installation Instructions for Just QFS.

Before You Begin
If you are not familiar with the SAM-QFS product, see About QFS and SAM-QFS.
® |f this is a new installation or you have made significant changes to your storage and file system environments, see Planning Your

Environment.
® Check the hardware and software requirements in Preparing for Installation.

How to Install the Packages
1. Insert the installation CD into your computer or go to the directory into which you downloaded the packages.

2. Select the correct package for your environment.
For example:

...................................................................................................................................................................

Or:

...................................................................................................................................................................

...................................................................................................................................................................



4. Install the packages.
® To install the SAM-QFS (archiving and file system) functionality, type the following command:

........................................................................................................................................................

pkgadd -d . SUNWsanfsr SUNWsanfsu

........................................................................................................................................................

pkgadd -d . SUNWYf sr SUNWf su

) Note-

To use the WORM-FS package for Write-Once, Read-Many (WORM) functionality, you must also install the
SUNW anf swmpackage.

5. Verify the installation.
® To verify a SAM-QFS installation, type the following command:

pkgi nfo | grep sanpkginfo -1 SUNWanf sr

pkgi nfo | grep qfspkginfo -1 SUNWf sr

6. Run sync.

How to Enable SAM-QFS Logging

1. Edit the / et c/ sysl og. conf file by adding the following lines:

...................................................................................................................................................................

# SAM QFS | oggi ng
| ocal 7. debug /var/adnm sam | og

) Note-

Use a tab (as opposed to a space) between between the file names.

2. Issue the following commands:

...................................................................................................................................................................

touch /var/adm sam| og
pkill -HUP sysl ogd

How to Enable SAM-QFS Daemon Tracing

1. Copy the example def aul t s. conf file into the correct location.
For example:

# cp -i /opt/SUNWsanf s/ exanpl es/ defaul ts. conf /etc/opt/SUN\Wsanfs

2. Edit the / et ¢/ opt/ SUNWsanf s/ def aul t s. conf file to enable tracing.
Information in the def aul t s. conf file should be similar to the following:



trace
all = on
endtrace

How to Set Up the root PATH Variables

® Editthe /. profil e file to set up the PATH variables:

PATH=$PATH: / opt / SUNWsanf s/ bi n: / opt / SUN\Wsanf s/ sbi n: / opt / SUN\Wsanf s/ t ool s
MANPATH=/ opt / SUNWsanf s/ man: / opt / SUN\Wsan/ man: $MANPATH
export PATH MANPATH

How to Set Up Stand-alone QFS

1. Create the ntf file.
a. Copy an example ncf file.

cd /etc/opt/ SUNWsanf s
i cp -i /opt/ SUN\Wsanf s/ exanpl es/ ncf i

#

# Equi pnent Equi p. Equip. Family Device Addit.
# ldentifier Nunber Type Set State Par ans.
B o m e e e e e e s mmmmt mmmmme e mmmmme mmmmmme mmmmea-
qf s1 10 nmeqf sl-

/ dev/ dsk/ c5t 16d0s011ndqf s1-
/ dev/ dsk/ c5t 17d0s012ndqf s1-
/ dev/ dsk/ c5t 18d0s013ndqf s1-
/ dev/ dsk/ c5t 19d0s014ndqf s1-
/ dev/ dsk/ c5t 20d0s015ndqf s1-
/ dev/ dsk/ c5t 21d0s016ndqf s1-

2. Create the / et c/ vf st ab file.
For example:

! #DEVICE DEVICE MOUNT FS  FSCK MOUNT  MOUNT

| #TO MOUNT TO FSCK PO NT TYPE PASS AT BOOT PARAVETERS

Lo# :
i ogfsl - /gfsl sanfs - yes :

¢ onkdir /gfsl :
chrmod 755 /qgfsl
! samd config
¢ samkfs qgfsil i
mount gfsi
i chmod 777 /qfs1

How to Set Up Shared QFS

1. Create the ncf file.



For example:

# Equi pnent Eq Eq Fanmily Dev Additional

# ldentifier Nm Tp Set St  Paraneters

Homm e e e e e oo o mm mm mmmma fme e e e m——-

#

sqf sl 10 nma qfs3 - shared

/ dev/ dsk/ c2t 50020F2300000C98d0s2 11 nmm qgf s3 -
i/ dev/dsk/c2t 50020F2300004921d0s2 12 nm gfs3 -
i /dev/ dsk/ c2t 50020F2300000C98d0s3 13 nr qf s3 -
i /dev/dsk/c2t 50020F2300004921d0s3 14 nt qfs3 -

#
sqf s2 20 nb gfs4 - shared
/ dev/ dsk/ c2t 50020F2300000C98d0s 4 21 mm gfs4 -

/ dev/ osd/ 0sd0100080020E1381F00002A00479F7D98, r oot 22 ol qfs4 -
/ dev/ osd/ 0sd010000144F94A14C00002A00479F4EB4, root 23 ol qgfs4 -

) Note-

For the ns file system type in Shared QFS, set st ri pe=2 either in / et ¢/ vf st ab or sanf s. cnd so that metadata
is distributed across all devices.

2. Create the hosts files.
a. Copy the example hosts file.

cp -i /opt/SUNWanf s/ exanpl es/ host s* .

b. Create the hosts file for each file system.
A hosts file is required for each file system. You must include a server priority for any server that will be a metadata server.
The following example is for the host s. sqf s1 file.

Lo i
# Host Name Network Interface Server Priority Unused Server
D T i
i ki ngkong ki ngkong- pri v, ki ngkong 1 - server !
i godzilla godzilla-priv,godzilla 2 - H
| nebula nebul a- priv, nebul a - -
i cosmc cosmic-priv, cosmic - - :

Lo# !
i # Host Name Network Interface Server Priority Unused Server i
I e e R T TP i
i wal | eye wal | eye-privo, wal | eye 1 - server i
i bass bass- privo0, bass 2 - i
i northern northern-privo, northern - - i
i nuskie muski e- pri v0, nuski e - - :
i mal | ard mal | ard-priv0, mal | ard - - i
i wood wood- pri v0, wood - - i
i ruddy ruddy- privo, ruddy - - :
i mandarin mandar i n-privO, mandarin - - E

sqf s2 -/ sqf s2sanf s-yesshared, stri pe=2, bg

#devi ce devi cenpbunt FSf scknount nmount
i #to nmount to fsckpointtypepassat bootoptions i
Co# :
i sqfsil -/ sqf s1sanf s- noshar ed i



4. Create the mount points and mount the file systems:
a. Create the mount points and set file permissions on the mount points.

ﬂ Note -

You must create the mount points and set appropriate permissions on all hosts that are part of the shared
file system.

nkdir /sqfsl
chnod 755 /sqfsl

nkdir /sqfs2
chnod 755 /sqgfs2

b. Verify that SAM-QFS is correctly configured in the / et ¢/ i net/ servi ces file.
For example, use the t ai | command as shown in the following example:

tail /etc/inet/services

sam gf s 7105/t cp# SAM QFS

sammkfs -S sqfsl
i sammkfs -S sqgfs2 i

& Tip-

The - S option identifies the file system as a shared file system.

e. Mount the new file system on the metadata server.

server# mount sqfsil
i server# mount sqfs2 H

client# nount sqfsl
i client# mount sqfs2 :

5. Run the following if the configuration changes:



! sand confi g '
How to Enable Network Time Protocol Daemon (Shared QFS)
1. Edit the / et c/i net/ nt p. conf ">file:
| server nettine prefer '
server earth
2. Issue the following commands:
' #sync '
#r eboot
How to Set Up the Network File System
1. Set up the network file system (NFS) server.
Edit the / et c/ df s/ df st ab file to include information similar to the following example:
share /sqfsl
2. Set up the NFS client.
Edit the / et ¢/ vf st ab to include information similar to the following example:
' # NFS - 300 second tinmeout needed for failover '
ki ngkong: / sqf sl -/nssqf slnfs-noti meo=3000
How to Install the SAM-QFS Manager
To use the browser-based interface to create and manage file systems and archiving, follow these steps.
1. Go to the top level of the installation directory.
For example: / net / mymachi ne/ packages-t o-1 oad/ SAM QFS_5. 0/ SUN_QFS 5. 0/ sparc
2. Run fsngr_setup.
Commands to Monitor a Shared File System
Use the following commands to monitor a shared file system. For detailed information about the commands and their options, see the
applicable man pages.
sanfsinfo sqgfsl
i sansharefs sqgfsl i
| samcmd N sqfsl

You can also use the samu operator utility, which is especially useful when you have more than one file system.

Related Topics

® Detailed Installation Instructions for SAM-QFS
® Detailed Installation Instructions for Just QFS



Next Steps

® Sun Storage Archive Manager (SAM-QFS) Configuration and Administration Guide
® Sun QFS File System Configuration and Administration Guide

® Using SAM-QFS With Solaris Cluster
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Installing and Configuring SAM-QFS

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) products are closely linked. Depending on the features that you need, choose from

the following:

Feature Packages

Archiving (local file system)” SUNVsant sr,
SUNWsanf su

Archiving (shared file system) SUNWsanf sr,
SUNWsanf su

Local or shared file system (no SUNWf st, SUNWf su

archiving)

Browser-based management SUNW smgrr,
SUNW sngr u

: Formerly referred to as SAM-FS.

Required
License

SAM-QFS

SAM-QFS and
QFS

QFS

SAM-QFS or
QFS

For More Information

Read this document.

Read this document.

See Installing Sun QFS.

Use f sngr _set up as explained in Installing SAM-QFS
Manager.



Complete the tasks below if this is the initial installation of the SAM-QFS (archiving and file system) software packages at your site.

) Note
You must be logged in as superuser to complete the installation tasks.
Before You Begin
® |f you are not already familiar with Sun QFS and SAM-QFS, see About QFS and SAM-QFS.
® Before you follow the detailed installation steps below, check the hardware and software requirements as explained in
Preparing for Installation.

Installation Overview Task Map

Depending on the the features that you need to support, you must complete several of the following procedures.

Step = Task Description

1 Add the software packages. Install the appropriate packages for your needs. Also see Release Package
Contents.

2 Configure pat h and manpat h variables. Configure the environment variables for access to commands and man pages.

3 (Optional) Install and configure SAM-QFS Manager. = This task is needed only if you want to use a browser to configure file systems

and archiving features.

4 (Optional) Configure tape and magneto-optical This task is needed only if you want to use tape or magneto-optical devices for
storage devices. archiving.

5 Configure the file system environment. Define the master configuration file ncf .

6 Configure file system mount parameters. Define the / et ¢/ vf st ab and sanf s. cmd files.

7 Initialize the environment. Initialize SAM-QFS and mount the file systems.

8 Configure file archiving. Define parameters for archiving file systems to media.

Installing the Software Packages

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) software uses the Sun Solaris packaging utilities for adding and deleting software.
The pkgadd(1M) utility prompts you to confirm various actions necessary to install the packages.

Table — Release Package Names

Installed Package = Description

SUNWgf st Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS(archiving and file system) software packages
SUNWanf su

How to Add the Packages

1. Become superuser.
2. Use the cd command to go to the directory where the software package release files reside.
You obtained the release files as described in Obtaining the Release Files. Changing to the appropriate directory differs, depending on
your release media, as follows:
® |f you downloaded the release files, go to the directory to which you downloaded the files.
® |f you obtained the release files from a CD-ROM, go to the directory on the CD-ROM that corresponds to your operating
system version.
3. Use the pkgadd(1M) command to add the appropriate packages, based on the features that you need to support:
® For archiving to a local or shared file system, install the SUNWsanf sr and SUNWsanf su packages.



® To support just a local or shared file system (no archiving), install the SUNW§f sr and SUNWgf su packages.
For example:

........................................................................................................................................................

# pkgadd -d . SUNWsanfsr SUNWsanf su

4. When prompted to define an administrator group, select yes or y to accept the default (no administrator group), or select no or n if
you want to define an administrator group.
You can reset permissions on certain commands later by using the set _adm n(1M) command. For more information about this
command, see Adding the Administrator Group or the set _admi n(1M) man page.

5. Examine the SAM-QFS installation log file / t np/ SAM i nstal | . | og.
This file should show that the pkgadd(1M) command added the SUNWanf sr and SUNWsanf su software packages. Verify that the
SAM-QFS sanst driver is also installed. If all files installed properly, the following message appears:

...................................................................................................................................................................

How to Set Up PATH and MANPATH Variables

To enable access to the commands and man pages for the Sun QFS and SAM-QFS commands, you must modify your PATH and MANPATH
environment variables.

1. For users who will need to access the user commands, such as sl s(1), add / opt / SUN\Wsanf s/ bi n to the users' PATH variables.
2. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shells, change the PATH and MANPATH variables in the . prof i | e file and export the variables.
The following example shows how your . prof i | e file might look after editing.

........................................................................................................................................................

PATH=$PATH: / opt / SUNWsant s/ bi n: / opt / SUN\Wsanf s/ shi n
MANPATH=$MANPATH: / opt / SUNWsanf s/ man
export PATH MANPATH

® |n the C shell, edit the . | ogi n and . cshr c files.
The pat h statement in your . cshr c file might look like the following example:

........................................................................................................................................................

........................................................................................................................................................

set env. MANPATH / usr/ | ocal / man: opt / SUNWspr o/ man: / $OPENW NHOVE/ \
shar e/ man: / opt / SUN\Wsanf s/ man

Installing and Configuring SAM-QFS Manager

If you want to use the browser user interface to configure and manage your SAM-QFS environment, see Installing SAM-QFS Manager.

Configuring Tape and Magneto-Optical Storage Devices

If you need to enable archiving to tape or magneto-optical media, follow the instructions in Configuring Storage Devices for Archiving. You do
not need to perform these tasks if you plan to archive to disk.

Configuring the File System Environment

Each SAM-QFS software environment is unique. The system requirements and hardware differ from site to site. SAM-QFS environments support
a wide variety of tape and optical devices, automated libraries, and disk drives. The system administrator at your site must set up the specific



configuration for your environment.

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ncf, defines the equipment topology managed by the SAM-QFS software. This file
specifies the devices, automated libraries, and file systems included in the environment. You assign each piece of equipment a unique
Equipment Identifier in the ntf file.

You can edit the ncf file in either of two ways:

® By using the SAM-QFS Manager interface to configure archiving and file system devices. When you create a file system using SAM-QFS
Manager, it creates an ncf file in / et ¢/ opt / SUN\Wsanf s/ ncf that contains a line for each device and family set of the file system.

® By directly editing the ntf file using a text editor.
The ncf file has two kinds of entries:

® File system device entries for disk devices. In the ntf file, you organize them into one or more file systems.
® Removable media device entries that you can organize into family sets. The ncf file contains information that enables you to identify
the drives to be used and associate them with the automated libraries to which they are attached.

For detailed information about ntf file structures and contents, see About the Master Configuration File.

Example ncf files are installed in / opt / SUNWsanf s/ exanpl es. Several example ncf file configurations are also provided in Examples of ncf
Files.

The following sections provide examples and describe activities related to creating and maintaining the ncf file.

How to Create the Master Configuration File (mcf) Manually

® Use vi(1) or another editor to create the / et ¢/ opt / SUNWanf s/ ncf file.
For detailed information about the contents of the ntf file, see About the Master Configuration File.

@ You can copy an example ncf file from / opt / SUN\Wsanf s/ exanpl es or from the examples in Examples of ncf
Files.

When you create the ntf file, follow these guidelines:

Delimit the fields in each line with spaces or tabs.

Begin each comment line entered into this file with a pound sign (#).
Use a dash (-) to indicate optional fields that are omitted.

The following example shows the ntf file fields.

#

# Sun Storage Archive Manager file system configuration
#

# Equi prent Equip Equip Fam Dev Addi ti onal

# ldentifier Od Type Set State Paraneters
-y

The ncf file can contain both comment lines and lines that pertain to a device. The types of lines that can pertain to a device
are as follows:

Family set parent identifiers and family set devices
Family set member devices
Stand-alone devices

Identifying Peripherals Using the /var/adm/messages File

When your system boots, a series of messages is written to / var / adnf messages. These messages identify the Sun Solaris hardware path to
each of the peripherals on your system. You can use this information to create the ntf file. To display information from the latest system
reboot, search backward from the end of the file.

As the following example shows, each SCSI peripheral has three lines. The sixth field, sanst 2, indicates that these lines are associated with each
other.



Example — SCSI Peripheral Lines in the / var / adnmf messages File

# tail -200 /var/adm messages | nore

Aug 23 11:52:54 baggi ns uni x: sanst2: Vendor/Product ID = HP Cl1716T

Aug 23 11:52:54 baggi ns uni x: sanst2 at esp0: target 2 lun O

Aug 23 11:52:54 baggi ns unix: sanmst2 is

/i ormu@, 10000000/ sbus@, 10001000/ espdma@, 8400000/ esp@, 8800000/ sanst @, 0

The first line displays the vendor and product information that the SCSI peripheral reported to the Sun Solaris kernel.

The second line displays the SCSI bus, SCSI target ID, and LUN of the peripheral.

The third line displays the peripheral's hardware path. This path is reflected in the / devi ces directory. Symbolic links (symlinks) to the
/ devi ces directory are set up in the / dev/ st,/ dev/ sanmst, and / dev/ r mt directories. Note that the third line wraps to the next
line.

Matching the symbolic link to the correct peripheral is the key to configuring a Sun Storage Archive Manager environment. Use the | s(1)
command with the -1 option in both the / dev/ st, / dev/ sanst and / dev/ rnt directories to display the path name of the peripheral.

You might also want to set up the "device down" notification script at this point. The dev_down. sh(1M) man page contains information about
setting up this script, which sends email to root when a device is marked down or of f . For more information, see the dev_down. sh(1M) man

page.

How to Verify the mcf File

® |f you created your ncf file manually, use the sam f sd(1M) command to verify the file.
If you created your ncf file using SAM-QFS Manager, you do not need to verify its syntax.
If the ncf file is free of syntax errors, the sam f sd(1M) output includes information about the file systems, archiving, and other
system information. If the ntf file contains syntax or other errors, however, the output is similar to the following example.

# samfsd

13: /dev/dsk/clt 1d0sO 10 nd sanfsl on / dev/rdsk/clt 1d0s0O

*** Error in line 13: Equi prent name '/dev/dsk/clt 1d0sO' already in use by eq 10
72: [dev/rnt/3chn 45 ug 11000 on

*** Error in line 72: Equi prent name '/dev/rnt/3cbn' already in use by eq 44
2 errors in '/etc/opt/ SUN\$anf s/ ncf'
sam fsd: Read ncf /etc/opt/SUN\Wanfs/ncf failed.

If the ncf file has errors, return to Setting Up the Environment Configuration and refer to the ncf (4) man page for information about
creating this file. You can also refer to Examples of ntf Files.

'ﬁ" How to Create an mcf File Using SAM-QFS Manager

Before You Begin

When you configure QFS file systems using the SAM-QFS Manager software, it creates or edits the appropriate configuration files, including the
ncf file, on that server. You can use either SAM-QFS Manager or the CLI to further edit these files later.

) Note-

If you want to use SAM-QFS Manager to configure your archiving environment and you want to include network attached
libraries (excluding STK Libraries) in this configuration, you must create your parameters file before you create the ntf file.
For information about creating a parameters file, see Creating Parameters Files for Network Attached Automated Libraries.
You can add a StorageTek ACSLS network library in the SAM-QFS Manager without creating the parameters file. The
application automatically generates the parameters file for you when you add the library in the Library Summary Page.

Steps

1. From your web browser, log in to the SAM-QFS Manager as an administrator user.
2. Expand the Getting Started section and choose First Time Configuration.
3. In section 2, click Create a File System.



The New File System wizard is displayed.
4. Follow the steps for creating a new file system.
When you have completed this process, the ncf file is created. For more information, see the SAM-QFS Manager online help.

Setting Up Mount Parameters

Use the procedures in this section to specify mount parameters for the file system.
You can specify mount parameters in the following ways:

® Using the mount (1M) command. Mount options specified here override those specified in the / et c/ vf st ab file and in the
sanfs. crd file.
In the / et c/ vf st ab file. Mount options specified here override those specified in the sanf s. cnd file.
In the sanf s. cnd file.

For a list of available mount options, see the mount _sanf s(1M) man page.

Updating the /etc/vfstab File and Creating the Mount Point

This section describes how to edit the / et ¢/ vf st ab file.

The following table shows the values you can provide in the fields in the / et ¢/ vf st ab file.

Table — / et ¢/ vf st ab File Fields

Field Field Title and Content

1 Device to Mount. The name of the file system to be mounted. This value must be the same as the file system's Family Set name
specified in the ncf file.

2 Device to f sck(1M). Must be a dash (- ) character, which indicates that there are no options. This character prevents the Solaris
system from performing an f sck(1M) process on the file system. For more information about this process, see the f sck(1M) or
sanf sck(1M) man page.

3 Mount Point, for example, / sanf s1.
4 File System Type. Must be sanf s.
5 f sck(1M) Pass. Must be a dash (- ) character, which indicates that there are no options.

6 Mount at Boot. Either yes or no.

® Specifying yes in this field indicates that the Sun Storage Archive Manager file system is to be mounted automatically at boot

time.
® Specifying no in this field indicates that you do not want to mount the file system automatically.
For information about the format of these entries, see the mount _sanf s(1M) man page.

7 Mount Parameters. A list of comma-separated parameters (with no spaces) that are used in mounting the file system. You can specify

mount options on the nount (1M) command, in the / et c/ vf st ab file, or in a sanf s. cnd file. Mount options specified on the

nount (1M) command override those specified in the / et ¢/ vf st ab file and in the sanf s. cnd file. Mount options specified in the
/ et c/ vf st ab file override those in the sanf s. cnd file. For a list of available mount options, see the mount _sanf s(1M) man page.

When you create a file system using SAM-QFS Manager, a default / et c/ vf st ab file is created. However, mount options specified in SAM-QFS

Manager are written to the sanf s. cnd file rather than to the / et ¢/ vf st ab file. For more information, see Creating and Editing the
sanfs. cnd File.

To edit the mount options in the / et ¢/ vf st ab file, use the following procedure, How to Update the /etc/vfstab File and Create the Mount

Point Using a Text Editor.

How to Update the /etc/vfstab File and Create the Mount Point Using a Text Editor

The example in this task assumes that / sanf s1 is the mount point of the sanf s1 file system.

1. In the / et ¢/ vf st ab file, create an entry for each file system.



The following example shows header fields and entries for a local file system.

...................................................................................................................................................................

#DEVI CE DEVICE MOUNT FS FSCK  MOUNT MOUNT
#TO MOUNT TO FSCK PO NT  TYPE PASS AT BOOT PARAMETERS

sanfsil - /sanfsl sanfs - yes hi gh=80, | ow=60

2. Use the mkdi r (1IM) command to create the mount point.
For example:

...................................................................................................................................................................

Creating and Editing the samfs.cmd File

You can create the / et ¢/ opt / SUN\Wsanf s/ sanf s. cnd file as the place from which the system reads mount parameters. If you are
configuring multiple file systems with multiple mount parameters, consider creating this file.

For more information, see the nount _sanf s(1M) man page.

'ﬁ" How to Create and Edit the samfs.cmd File Using SAM-QFS Manager

If you specify non-default mount options when creating a file system in SAM-QFS Manager, the sanf s. cnd file is created or updated with
those mount options.

Follow these steps to edit a file system's mount options:

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system whose mount options you want to edit.
3. From the Operations menu, choose Edit Mount Options.
The Edit Mount Options page is displayed.
4. Make your edits in the fields.
For more information about the fields on the Edit Mount Options page, see the File System Manager online help.
5. Click Save.
The new mount options are written to the sanf s. cnd file.

How to Create and Edit the samfs.cmd File Using a Text Editor
® Use vi (1) or another editor to create the sanf s. cnd file.
Create lines in the sanf s. cnd file to control mounting, performance features, or other aspects of file system management. For more
information about the sanf s. cnd file, see The samfs.cmd File or the sanf s. cnd(4) man page.

Initializing the Environment

This section tells you how to initialize the environment and the file system, and how to mount the file system.

How to Initialize the Environment

1. Use the sand(1M) conf i g command to initialize the archiving and file system environment.
For example:

...................................................................................................................................................................

How to Initialize the File System



This procedure describes how to use the sammkf s(1M) command and the Family Set names that you have defined to initialize a file system.

) Note-

The samrkf s(1M) command sets one tuning parameter, the disk allocation unit (DAU). You cannot reset this parameter
without reinitializing the file system. For information about how the DAU affects tuning, see File Allocation Methods and the
sanmmkf s(1M) man page.

1. Use the samkf s(1M) command to initialize a file system for each Family Set name defined in the ncf file.

', Caution -
Running the sanmkf s(1M) command creates a new file system. It removes all references to the data currently
contained in the partitions associated with the file system in the / et ¢/ opt / SUN\Wanf s/ ncf file.

The following example shows the command to initialize a file system with the Family Set name of sanf s1.

# sammkfs sanfsl

sammkfs: Configuring file system

Buil ding "sanfsl" will destroy the contents of devices:
/ dev/ dsk/ c2t 0d0s3
/ dev/ dsk/ c2t 0d0s7

Do you wish to continue? [y/N *y*

total data kil obytes = 16777728
total data kilobytes free = 16777152
#

The actual numbers returned vary from file system to file system.

Mounting the File System

The mount (1M) command mounts a file system and reads the / et ¢/ vf st ab and sanf s. cnd configuration files. For information, see the
nmount _sanf s(1M) man page.

'ﬁ" How to Mount the File System Using SAM-QFS Manager
1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system that you want to mount.
3. From the Operations menu, choose Mount.

How to Mount the File System From the Command Line

1. Use the mount (1M) command to mount the file system.
Specify the file system mount point as the argument. For example:

#mount -F sanfs <fs_name> </ nount_poi nt >



2. Use the mount (1M) command with no arguments to verify the mount.
This step confirms that the file system is mounted and shows how to set permissions. The following example shows the output from a
mount (TM) command issued to verify whether example file system sanf s1 is mounted.

# nmount

_<<< infornation deleted >>>_

/sanfsl on sanfsl read/wite/setuid/intr/largefiles/onerror=panic/dev=8001e3 on Thu Feb 5
11:01: 23 2004

_<<< information deleted >>>_

3. (Optional) Issue the chmbd(1) and chown(1) commands to change the permissions and ownership of the file system's r oot directory.
Typically, this step is performed if this is the first time that the file system has been mounted. For example:

# chnod 755 /sanfsl
# chown root:other /sanfsl

Next Steps

® Performing Additional SAM-QFS Configuration
® |nstalling SAM-QFS Manager

Planning Your Environment
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Next Steps

Planning Your Environment

If you are installing Sun QFS or Sun Storage Archive Manager (SAM-QFS) for the first time, you should make some decisions before you actually
install the software. This section describes some of the guidelines that you should follow and decisions that you should make.

What Features Do You Need?

The following table lists the features that the Sun QFS and SAM-QFS products provide and provides links to additional considerations for each
feature.

Feature For More Information Guidelines

Copy files (archiving) Archiving Overview Design Considerations for Archiving

Share archive media remotely SAM-Remote Design Considerations for Archiving

Enable failover for archiving High-Availability Configuration Using Sun Using SAM-QFS With Solaris Cluster

Cluster
Manage files without archiving File System Overview Design Considerations for File Systems Without
Archiving
Enable failover for non-archiving file High-Availability Configuration Using Sun Using SAM-QFS With Solaris Cluster

systems Cluster



Archiving Overview

The Sun Storage Archive Manager (SAM-QFS) software archives files by copying the files from online disk cache to archive media. The archive
media can consist of disk slices in another file system, or it can consist of removable tape or magneto-optical cartridges in automated or
manually loaded storage devices. In addition, the Sun SAM software automatically maintains online disk space at site-specified usage thresholds.
It releases disk space associated with archived file data and restores the files to online disk when they are needed.

High-Availability Configuration Using Sun Cluster

SAM-QFS can be configured for high availability by using Sun™ Cluster software. Sun Cluster software provides high availability by enabling
application failover. The primary node is periodically monitored and the cluster software automatically relocates the archiving functions from a
failed primary node to a designated secondary node. By allowing another node in a cluster to automatically host the archiving workload when
the primary node fails, Sun Cluster software can significantly reduce downtime and increase productivity.

High-availability SAM-QFS (HA-SAM) depends on the SAM-QFS Sun Cluster agent, so this configuration must be installed with a shared Sun QFS
file system that is mounted and managed by the Sun Cluster agent for SAM-QFS.

For more information, see Using SAM-QFS With Solaris Cluster.

SAM-Remote

The Sun SAM-Remote client and server storage management system enables you to share libraries and other removable media devices in a
SAM-QFS environment. All host systems included in a Sun SAM-Remote environment must be running the same SAM-QFS software release level.

To configure the SAM-Remote software:

1. Create a Sun QFS file system.
2. Test the Sun QFS file system to verify that it is configured properly.
3. Use the SAM-Remote instructions to enable remote storage and archive management.

For more information, see Using the Sun SAM-Remote Software.

Design Considerations for Archiving

The following are some of the design considerations that need to be taken into account in the planning and implementation of an archiving
environment:

® Access and usage patterns will have a significant impact on the tape systems required, including the types of tapes and the number and
types of drives and libraries needed. If much staging is anticipated, linear rather than helical scan tapes are strongly recommended.
® The following will strongly influence the number of drives and media required:
® File system sizes and usage patterns: frequency of file updates, average file sizes, batch jobs that will wait for drives/media or
users that must have priority
Archiving policies: number of media copies, release policies, level of disk over-subscription
Media characteristics: size, drive setup times
For best performance, Fibre Channel tape drives and disk devices should be accessed through separate host bus adapters
(HBAS).

If you are managing a server that has the SAM-QFS software installed locally and you are configuring stand-alone file systems on the server to
be archiving, it is recommended that you have at least one tape library associated with the current server. The library must contain media of a
single media type.

The following table describes archiving configuration guidelines, on a per-tape-library basis, that can prevent you from overextending your
environment.

Table — Archiving Configuration Guidelines
Number of Tape Drives Number of Archive = Max. Number of = Max. Number of Library Recycler Values

Files per File System
Policies (Sets) File Systems



2-3 1 4 6 million
Minimum Gain - 90

VSN Limit (#) - 2
High-Water Mark - 50
Size Limit - 30 Gbytes

4-5 1 6 6 million
Minimum Gain - 90

VSN Limit (#) - 3
High-Water Mark - 50
Size Limit - 40 Gbytes

6-7 2 10 8 million
Minimum Gain - 90

VSN Limit (#) - 5
High-Water Mark - 50
Size Limit - 50 Gbytes

8-10 4 10 10 million
Minimum Gain - 90

VSN Limit (#) - 8
High-Water Mark - 50
Size Limit - 70 Gbytes

) Note-

The number of file systems in a configuration relates directly to the hardware purchased for the usage of the file systems. For
example, your ability to support millions of file systems depends on having the right hardware (CPUs, memory, storage
devices, and so on).

Your customer requirements drive the maximum number of files in a file system. On an average system, you should be able to restore 100
million files in less than 24 hours. If you do not need to restore files in 24 hours, youi can have more files in the file system.

The following are some further considerations that can help you from overloading your archiving system:

® Tape drives are designed to write large amounts of data at one time, so a well-designed archiving system should reduce the number of
loads for the tape drives and increase the amount of data being written at one time.
® |f you have only one tape drive with one media type, the st art age, st art si ze, and st art count archive parameters should be set
as follows:
® startage- no less than 8 hours
® startsize-no less than 50% of the capacity of a single tape
® startcount—use a number in the thousands; do not exceed 500,000
Do not run the recycler more than three times per day.

Design Considerations for File Systems Without Archiving

The Sun QFS software requires a certain amount of disk cache (file system devices) to create and manage data files and directories. An ma-type
file system requires at least two disk devices or partitions, one for file data and one for metadata. An ns-type file system only requires one
partition, on which both data and metadata are saved. Multiple disk devices or partitions increase /0 performance. See File System Design
Basics for a detailed description of the file system types.

The disk devices or partitions do not require any special formatting. You might see better performance if you configure multiple devices across
multiple interfaces (HBAs) and disk controllers.

', Caution -
Make sure that the disks and partitions that you plan to use are not currently in use and do not contain any existing data. Any
existing data will be lost when you create the file system.

The disks must be connected to the server through a Fibre Channel or SCSI controller. You can specify individual disk partitions for a disk, or
you can use the entire disk as a disk cache. The software supports disk arrays, including those under the control of volume management
software, such as Solaris Volume Manager, and other volume management software products.



Before creating your first file system, you should familiarize yourself with file system layout possibilities. For information on volume
management, file system layout, and other aspects of file system design, see File System Overview.

) Note-

Extensible Firmware Interface (EFI) labels are required on all shared disks if you are using a shared file system configuration
that contains both the Solaris 10 OS on x64 platforms and the Solaris 10 OS on SPARC platforms. See Configuring EFI Labels
for Shared x64 and SPARC Volumes for information on relabeling disks.

Reference Architecture

Use the following configuration recommendations to have fewer tape hardware and tape media problems. These recommendations also
miminize the time that the archiver uses the tape drives. This frees the table drives to be used more for staging files.

The hardware is the primary factor that drives the configuration. Most storage environments are similar to the following:

® One Tape library
® One Media type
® Ten or less tape drives (Most sites have four)

Based on this hardware configuration, use the following global parameters:

® |f disk archiving is in place, use the following settings:

allsets -sort path -offline_copy stageahead -reserve set
allsets.1 -startage 10m -startsize 500M -startcount 500000 -drives 6 -archmax 1G
allsets.2 -startage 24h -startsize 20G -startcount 500000 -drives X -archmax 24G
allsets.3 -startage 48h -startsize 20G -startcount 500000 -drives X -archmax 24G

ﬂ Note -

Although it is not required that you use disk archiving, you should use disk archiving. Because the tape media is getting
larger, disk archiving protects the data while the data accumulates to provide larger write operations (20GBytes for each write
operation).

If you cannot wait as long as eight hours before a file is written to tape, you should use disk archiving.

® |f disk archiving is not in place, use the following settings:

allsets.1 -startage 8h -startsize 8G -startcount 500000 -drives X -archmax 10G

allsets -sort path -offline_copy stageahead -reserve set
allsets.2 -startage 24h -startsize 20G -startcount 500000 -drives X -archmax 24G

list_size = 300000

maxactive = 500000 # If server has nore than 8G of RAM
© maxactive = 100000 # If server has less than 8G of RAM H

Best Practices

Most customers should use the ns file system configuration.

The segment size set on the disk storage should be 512K.

The storage should be configured with RAID 5 3+1 or 4+1 (no virtual volumes).

The s file system runs faster when you have more dedicated data LUNs and HBAs. The number of server I/O slots have an impact on
this recommendation.



Next Steps

® |nstalling SAM and QFS Together
® |nstalling Just QFS
® |nstalling SAM-QFS Manager

Release Package Contents

Contents

® Release Package Contents

® Directories and Files Created

Directories Created at Installation
Files Created at Installation

Fault Notification Files

Site Files

Modified System Files

Release Package Contents, Directories, and Files

Release Package Contents

The Sun Storage Archive Manager (SAM-QFS) and Sun QFS software packages are in Sun Solaris pkgadd(1M) format. These packages reflect the
Sun Solaris version for the platform on which you will be installing the software.

The following table shows the release package names.
Table — Release Package Names

Installed Package = Description

SUNWf sr Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS (archiving and file system) software packages
SUNWanf su

SUNW sngr r SAM-QFS Manager software packages; Run the f sngr _set up script to install
SUNW sngr u

SUNWsanf swm  WORM-FS support packages

The releases are identified using characters arranged in the following format:
major U update . patch

The U stands for "update" in this format.

In the patch number field, a number between 1 and 99 indicates a patch release, and a letter from A through Z indicates pre-release software.
The base release of a first feature release of a major release might not contain a patch level.

For example:

® 4U0 is release 4, update 0, a major release with no minor release revisions and no bug fixes.
® 4U2 is release 4, update 2, a minor release.
® 4U2.1is a patch release that contains software fixes for a major or minor release. This number appears in the patch's README file.

Directories and Files Created

This section describes the directories and files associated with the Sun QFS and SAM-QFS products. You can obtain additional information about
the files in this section from the man pages after the software is installed.



Directories Created at Installation

The following table lists the directories created when the software packages are installed.

Table — Directories Created

Directory Content
/ dev/ samst
/etc/fs/sanfs

/ et c/ opt/ SUNWsant s Configuration files.
/et c/ opt/ SUNWsanf s/ scri pts @ Site-customizable scripts.
/ opt / SUNWsant s/ bi n User command binaries.
[ opt/ SUNWsanf s/ cli ent

/ opt / SUN\Wanf s/ doc

Device driver special files (only when SAM-QFS packages are installed).

Commands specific to the software.

Files for remote procedure call API client.

Documentation repository for any informational files included in the release. The README file, which

summarizes the installed release's features, is included in this directory.

/ opt / SUN\Wsanf s/ exanpl es
/ opt/ SUN\Wsanf s/ i ncl ude APl include files.
/ opt/ SUNWsanfs/lib Relocatable libraries.
/ opt / SUNWsanf s/ man Man pages.
/var/snnp/ mb

/ opt / SUNWsanf s/ shi n
/ opt / SUNWsanf s/ sc

/ opt / SUNW sngr/ bi n
/ opt/ SUNW sngr / doc

/ var/ opt / SUNWsanf s

Files Created at Installation

Various example configuration files.

Standard MIB files and product MIB (SUN- SAM M B. ni b).
System administrator commands and daemon binaries.

Sun Cluster binaries and configuration files.

SAM-QFS Manager administrator commands.

SAM-QFS Manager online documentation repository.

Device catalogs, catalog trace file, log files, and archiver data directory and queue files.

The following table lists miscellaneous files created when the software is installed.

Table - Files Created - Miscellaneous

File

/ et c/ opt/ SUNWsanf s/ i nquiry. conf

| et c/ sysevent/ confi g/ SUNW SUN\Wsanf s, sysevent . conf

/ kernel / drv/ and64/ samai o

/ kernel / dr v/ anmd64/ samni oc

/ kernel / drv/ and64/ sanst

/ ker nel / drv/ samai o. conf
/ ker nel / drv/ sam oc. conf

/ ker nel / drv/ sanst . conf

Description

Vendor and product identification strings for recognized SCSI devices (
only when SAM-QFS packages are installed).

Solaris system event handler configuration file.

File system asynchronous 1/0 pseudo-driver (64-bit version for x64
platforms).

Sun Solaris 64-bit file system interface module (for x64 platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for x64 platforms).

Configuration file for samai o.
Configuration file for the sam oc module.

Configuration file for the sanst driver.



/ kernel / drv/ sparcv9/ samai o

/ kernel / drv/ spar cv9/ sam oc

/ kernel / drv/ spar cv9/ sanst

/ kernel / f s/ and64/ sanf s

/ kernel / fs/sparcv9/sanfs

/var /| og/ webconsol e/ host . conf
/var/ opt/ SUNWsanfs/faults

/var/ sadm samqgf sui / f sngr_uni nstal |

/ opt/ SUN\Wsanf s/ sc/ et c/ SUNW gf s

fusr/cluster/lib/rgmrtreg/ SUNW qf s

File system asynchronous 1/0 pseudo-driver (64-bit version for SPARC
platforms).

Sun Solaris 64-bit file system interface module (for SPARC platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for SPARC platforms).

Sun Solaris 64-bit file system module for the x64 platform.
Sun Solaris 64-bit file system module for SPARC platforms.
SAM-QFS Manager configuration file.

Faults history file.

Software for removing SAM-QFS Manager and its supporting
applications.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

The file system has dynamically loadable components that are stored in the Sun Solaris / ker nel directory. You can use nodi nf o(1M)
command to determine the modules that are loaded. Typically, the kernel loads the file system module at boot time. Alternatively, you can load
the file system module when the file system is first mounted after the Sun software is installed.

Fault Notification Files

After the software is installed, it creates files that it uses for fault notification. The following table lists these files. When the software detects
faults serious enough to merit user attention, the software uses these trap and log files to convey fault information through the SAM-QFS

Manager software.

Table - Files Created - Fault Notification

File

/et c/ opt/ SUNWsanf s/ scri pts/ sendtrap
[ opt/ SUNWsanf s/ shin/fault_| og

[ opt/ SUNWsanf s/ sbhi n/tapeal ert _| og

/ opt/ SUN\WSanf s/ sbi n/tapeal ert _trap

Description

Sends trap information.

Records faults.

Records t apeal ert (1M) faults (only when SAM-QFS packages are installed).

Sends t apeal ert (1M) traps (only when SAM-QFS packages are installed).

The software creates these files with the following permissions:

- WK - X- - -

', Caution -
Do not change these file permissions.

If execute permissions are lost, for example, the system writes messages such as the following to / var / adm nessages:

SUNW SUNWsanf s, sysevent . conf, linel: no execute access to
/ opt/ SUNWsanf s/ sbin/tapealert_trap - No such file or directory.

Site Files

The configuration procedures elsewhere in this information direct you to create several site-specific files. The software uses these site files.



) Note-

Your site's configuration files must contain ASCII characters only.
You must create the master configuration ncf file at your site in order to use the Sun SAM-QFS software. For more information about the
/et c/ opt/ SUNWsanf s/ ncf file, see About the Master Configuration File and the ncf (4) man page.

If you are using the archiver and file system features, you might also create all the files shown in the following table. If you are using only file
system features, you might only create the first two files.

Table — Optional Site Files

File Description
/ et c/ opt/ SUN\Wsanf s/ sanfs. cnd File system mount parameter command file. For more information, see the sanf s. cnd(4)
man page.

/ et c/ opt/ SUNWsanf s/ def aul ts. conf = Miscellaneous default values. For more information, see the def aul t s. conf (4) man page.

/ et c/ opt/ SUNWsanf s/ archi ver.crmd | Archiver command file. For more information, see the ar chi ver . cnd(4) man page, or
Configuring the Archiver.

/ et c/ opt/ SUNWsanf s/ previ ew. cnd Previewer command file. For more information, see Configuring the Stager and the
previ ew. cnd(4) man page.

/etc/opt/ SUNWsanfs/recycl er.cmd  Recycler command file. For more information, see Configuring the Recycler and the
recycl er. cnd(4) man page.

/etc/opt/ SUNWsanfs/rel easer.cnd  Releaser command file. For more information, see About Releasing and the r el easer . cnd(4)
man page.

Modified System Files

During installation, the software adds information to certain Solaris system files. These system files are ASCII text files. The Solaris OS uses these
files to identify loadable kernel modules by number rather than by name.

The software adds information to the following files:

® /etc/nanme_to_ngjor
The SAM-QFS software uses this file to map drivers to major numbers. The sanst and sant d major numbers can vary, depending on
the major numbers in use by the Solaris OS. The system adds the following lines to this file:

. samst 63 i
sanrd 64
{ samoc 236
; samai 0 237 ;

® /etc/security/auth_attr
This file is the authorization description database. The system adds the following lines to this file:

. # File System Manager Authori zations

com sun. netstorage. fsngr.config:::File System Manager Al Access::
com sun. netstorage. fsngr.operator. nmedia:::File System Manager Medi a
! Rel ated Operation Access::

com sun. net st orage. fsngr. operator.samcontrol :::File System Manager
Start/Stop/ldle Archiving Access::

i comsun. netstorage.fsngr.operator.file:::File System Manager File

! Level Operation Access: :

! comsun. netstorage. fsngr.operator.filesystem::File System Manager

i FileSystem Level Operation Access::

® /etc/user_attr
This file is the extended user attributes database used by SAM-QFS Manager.



root::::profil es=Web Consol e Managenent, Al | ; aut hs=
Sol aris.*,sol aris.grant, *com sun. netstorage. fsngr. **;
lock_after_retries=no

® /etc/inittab
The system adds the following line to this file:

Preparing for Installation

Contents

® Hardware and Software Requirements
® Qperating System Requirements
How to Verify the Environment
Installing Solaris OS Patches
Software Host Requirements
Verifying Shared File System Requirements
® Verifying Third-Party Compatibilities
SAM-QFS Manager Requirements
Determining Disk Space Requirements
® Planning Your File System and Verifying Disk Cache
® How to Estimate Disk Cache Requirements
® Verifying Disk Space
® How to Verify Disk Space
® Preparing Hardware for Archiving
® Verifying Archive Media
® How to Attach Removable Media Devices
® Creating a List of Devices
® How to Create a List of Devices
® Obtaining the Release Files
® How to Obtain the Software From the Sun Download Center
® Software Licensing
Setting Up the Network Management Station
Next Steps

Preparing for Installation

This section explains the system requirements for the Sun QFS and SAM-QFS products and the tasks you must complete before you begin to
install and configure your software.

Hardware and Software Requirements

You can install the software either on a Sun server based on UltraSPARC ® technology or on a server based on AMD Opteron x64 technology.

Additional requirements for the server that you want to use as the web server host for the SAM-QFS Manager browser interface tool are
described in SAM-QFS Manager Requirements.

The software package runs on many Sun workstations and servers. Before installation, you should verify the compatibility of the hardware and
the level of the Solaris Operating System (OS).
Operating System Requirements

Before installation, verify the applicability of the hardware and the level of the operating system. To install the software, you also must have
root-level access to your system.



Sun Storage Archive Manager and Sun QFS 5.1 software require the following minimum operating system release:
® Solaris 10, Update 6
In addition, you can use any of the following operating systems as a client in a shared file system:

Solaris 10 OS for x86 (32-bit)

Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms

Red Hat Enterprise Linux 4.5 for x64 platforms

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms
SUSE Linux Enterprise Server 10 for x64 platforms

SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms

How to Verify the Environment

Repeat these steps for each host on which you want to install the software.

1. Verify that your system has a CD-ROM drive or that it can access the release package at the Sun Download Center

2. Log in to your system as r oot .
You must have superuser access to install the software.

3. Verify your system's Solaris OS level.
For example, the output from the following command will show the major and minor OS release information as well as the
architecture:

% cat /etc/rel ease

The software relies on properly configured Solaris software at the following minimum release level:

® Solaris 10, Update 6

Installing Solaris OS Patches

Sun Microsystems provides Solaris OS patches to customers with a maintenance contract by means of CD-ROM, anonymous FTP, and the Sun
Microsystems SunSolve™ web site .

To install a patch after you install the Sun QFS or SAM-QFS release packages, load the CD-ROM or transfer the patch software to your system.
Follow the instructions outlined in the Patch Installation Instructions and Special Install Instructions in the README file included in the patch or
jumbo patch cluster.

Software Host Requirements

If you plan to install the software in a multihost environment, such as a SAM-Remote configuration, all host systems must have the same
software release level installed and operational.

Verifying Shared File System Requirements
This section describes the system requirements for a Sun QFS shared file system.
Metadata Server Requirement

You must have at least one Solaris metadata server. If you want to be able to change the metadata server, you must have at least one other
Solaris host that can become the metadata server. These additional host systems are known as potential metadata servers. These servers must all
be running on the same hardware platform, either SPARC or x64. You cannot mix server hardware platforms. In a Sun Cluster environment, all
nodes included in a shared file system are potential metadata servers.

The following are configuration recommendations with regard to metadata storage:

® A shared file system should have multiple metadata (nm) partitions. This spreads out metadata I/O and improves file system throughput.
® A shared file system should use a separate, private metadata network so that typical user traffic does not interfere with metadata traffic.
A switch-based (not hub-based) network is recommended.

Operating System and Hardware Requirements


http://www.sun.com/software/downloads
http://sunsolve.sun.com
http://sunsolve.sun.com

Ensure that your configuration meets the following operating system and hardware requirements:

The host systems to be configured in the Sun QFS shared file system must be connected by a network.

All metadata servers and potential metadata servers must have the same processor type.

The client systems can be installed on the Solaris OS or on one of the following operating systems:

Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms (Sun QFS shared client only)

Red Hat Enterprise Linux 4.5 for x64 platforms (Sun QFS shared client only)

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms (Sun QFS shared client only)

SuSE Linux Enterprise Server 10 for x64 platforms (Sun QFS shared client only)

SUSE Linux Enterprise Server 10 (service pack 2) for x64 platforms (Sun QFS shared client only)

® Online data storage devices must be directly accessible to all hosts. All online metadata storage devices must be directly accessible to
all potential metadata server hosts.

Sun Storage Archive Manager and Sun QFS Release Levels
Ensure that your configuration meets the following requirements:

® Fach host to be configured in the shared file system must have the same software package installed.

® All software installed on the systems in the shared file system must be at the same release level. For example, if one host has the
SAM-QFS 5.1 packages, all hosts that are part of the shared file system must have the SAM-QFS 5.1 packages.
This requirement ensures that all systems in a shared file system have identical over-the-wire protocol versions. If these levels do not
match, the system writes the following message to the metadata server's / var / adm nessages file when mounting is attempted:

SAM FS: <client> client package version <x> mi smatch, should be <y>.

® When applying patches or upgrading the software for a shared file system, make sure to apply the same patch to all hosts that have
access to the shared file system. Unexpected results might occur if not all host systems are running the same patch level.

Verifying Third-Party Compatibilities

The SAM-QFS software interoperates with many different hardware and software products from third-party vendors. Depending on your
environment, you might need to upgrade other software or firmware before installing the SAM-QFS package. Consult the Release Notes for
information pertaining to library model numbers, firmware levels, and other compatibility information.

SAM-QFS Manager Requirements

The SAM-QFS Manager browser interface is used to configure, control, monitor, or reconfigure a SAM-QFS environment using a graphical web
browser interface.

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more Sun QFS hosts
® As additional software on the Sun QFS host

After the SAM-QFS Manager software is installed, you can invoke the SAM-QFS Manager from any machine on the network that is allowed
access to its web server.

For information about the requirements for the host upon which you are configuring the SAM-QFS Manager software, see Verifying
Requirements for SAM-QFS Manager.
Determining Disk Space Requirements

The SAM-QFS software packages require a certain amount of disk cache (file system devices) to create and manage data files and directories.

Planning Your File System and Verifying Disk Cache

A local file system requires only a single partition. If you install SAM-QFS to enable archiving support, the file system requires either one or two
partitions:

® To store file data separately from file system metadata (ma file system), you need to have at least two disk devices or partitions.
® To store data and metadata on the same device (ns file system), you need to have one disk device or partition.



The disk devices or partitions do not require any special formatting. You might see better performance if you configure multiple devices across
multiple interfaces (HBAs) and disk controllers.

1 Caution -
Make sure that the disks and partitions that you plan to use are not currently in use and do not contain any existing data. Any
existing data will be lost when you create the Sun QFS file system.

The disks must be connected to the server through a Fibre Channel (FC) or SCSI controller. You can specify individual disk partitions for a disk,
or you can use the entire disk as a disk cache. The software supports disk arrays, including those under the control of volume management
software, such as Solaris Volume Manager.

Before creating your first file system, you should familiarize yourself with file system layout possibilities. For information about volume
management, file system layout, and other aspects of file system design, see the Sun QFS File System Configuration and Administration Guide.

) Note-

If you are using a shared file system configuration that contains the Solaris 10 OS on both x64 platforms and SPARC platforms,
Extensible Firmware Interface (EFI) labels are required on all shared disks. See Configuring EFI Labels for Shared x64 and
SPARC Volumes for information about relabeling disks.

How to Estimate Disk Cache Requirements

Use the following guidelines to estimate the disk cache needed for SAM-QFS software (file systems plus the storage and archive manager):

Disk cache = largest file (in bytes) + amount of space needed for working files

Metadata cache

Use the following information to estimate the metadata cache requirements. The metadata cache must have enough space to contain
the following data:

Two copies of the superblock (16 Kbytes each)

Reservation maps for metadata space plus data space((metadata + file data)/disk allocation unit (DAU)/32,000) * 4 Kbytes
Inode space(number of files + number of directories) * 512 bytes

Indirect blocks — a minimum of 16 Kbytes each

Directory data space(number of directories * 16 Kbytes)

Run the f or mat (1M) command to verify that you have sufficient disk cache space.

The f or mat (1M) command shows how the disks are partitioned and the size of each partition.

Example 1 - Using the format(1M) Command on Fibre-Channel-Attached Disks

This example shows six disks attached to a server. Two internal disks are connected by means of controller 0 on targets 10 and 11 (cOt 10d0
and cOt 11d0). The other disks are external.

For the sake of clarity, the f or mat (1IM) command output in this example has been edited.

Example — f or mat (1M) Command for Fibre-Channel-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t10d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus @3, 0/ SUNW f as @3, 8800000/ sd@, O
1. cOt11d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@, 0/ SUNW f as @, 8800000/ sd@, 0
2. c9t 60020F2000003A4C3ED20F150000DB7Ad0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed20f 150000db7a
3. c9t 60020F2000003A4C3ED215D60001CF52d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed215d60001cf 52
4. c9t 60020F2000003A4C3ED21628000EE5A6d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci/ ssd@60020f 2000003a4c3ed21628000ee5a6
5. ¢c9t 60020F2000003A4C3ED216500009D48Ad0 <SUN- T300- 0118 cyl 34530 alt 2 hd 48 sec 128>
/ scsi _vhci / ssd@60020f 2000003a4c3ed216500009d48a
Specify disk (enter its nunber):~d
#
# format /dev/rdsk/c9t 60020F2000003A4C3ED216500009D48Ad0s2
# *format f*
partition> p

t 2 hd 48 sec 128>

—

2 hd 48 sec 128>

t 2 hd 48 sec 128>

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 unassi gned wm 0 - 4778 14. 00GB (4779/ 0/ 0) 29362176
1 unassi gned wm 4779 - 9557 14. 00GB (4779/ 0/ 0) 29362176
2 backup wu 0 - 34529 101. 16GB (34530/0/0) 212152320
3 unassi gned wm 9558 - 14336 14. 00GB (4779/ 0/ 0) 29362176
4 unassi gned wmn 14337 - 19115 14. 00GB (4779/ 0/ 0) 29362176
5 unassi gned wn 19116 - 23894 14. 00GB (4779/ 0/ 0) 29362176
6 unassi gned wmn 23895 - 28673 14. 00GB (4779/ 0/ 0) 29362176
7 unassi gned wmn 28674 - 33452 14. 00GB (4779/ 0/ 0) 29362176

partition> ~D

Example 2 - Using the format(1M) Command on SCSI-Attached Disks

The following example shows four disks attached to a server. Two internal disks are connected by means of controller O on targets O (cOt 0d0)
and 1 (cOt 1d0). Two external disks are connected by means of controller 3 on targets O (c3t 0d0) and 2 (c3t 2d0).

Example — f or mat (1M) Command for SCSI-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t0d0 <SUN9. OG cyl 4924 alt 2 hd 27 sec 133>
/ sbus@lf, 0/ SUNW f as@, 8800000/ sd@, 0
1. cOt 1d0 <SUN2. 1G cyl 2733 alt 2 hd 19 sec 80>
/ sbus@lLf, 0/ SUNW f as@, 8800000/ sd@., O
2. ¢3t0d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLGC, i sp@, 10000/ sd@, O
3. ¢3t2d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLCC, i sp@, 10000/ sd@, 0
Specify disk (enter its nunber): *1*
sel ecting cOt1d0
[di sk fornmatted]
Warning: Current Disk has nounted partitions

FORMVAT MENU:
di sk - select a disk
type - select (define) a disk type
partition - select (define) a partition table
current - describe the current disk
f or mat - format and anal yze the disk
repair - repair a defective sector
| abel - wite label to the disk
anal yze - surface anal ysis
def ect - defect |ist nanagenent
backup - search for backup |abels
verify - read and display |abels
save - save new disk/partition definitions
inquiry - show vendor, product and revision
vol nanme - set 8-character volunme nane
<cnmd> - execute <cnd>, then return
qui t

format > par

PARTI TI ON MENU
0 - change "0" partition
- change "1" partition
- change "2" partition
- change "3" partition
change "4" partition
- change "5" partition
- change "6" partition
- change "7" partition
sel ect - select a predefined table
nodify - nodify a predefined partition table

~NOoO b WNPRE
'

nane - name the current table

print - display the current table

label - wite partition nap and | abel to the disk
<cmd> - execute <cnd>, then return

qui t

partition> pri
Current partition table (original)
Total disk cylinders available: 2733 + 2 (reserved cylinders)

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 var wm 0 - 2732 1.98GB (2733/0/0) 4154160
1 unassi gned wm 0 0 (0/0/0) 0
2 backup wm 0 - 2732 1.98GB (2733/0/0) 4154160
3 unassi gned wm 0 0 (0/0/0) 0
4 unassi gned wm 0 0 (0/0/0) 0
5 unassi gned wm 0 0 (0/0/0) 0
6 unassi gned wm 0 0 (0/0/0) 0
7 unassi gned wm 0 0 (0/0/0) 0

partition> q

Verifying Disk Space



The software requires a disk cache consisting of redundant arrays of inexpensive disks (RAID) devices, JBOD ("just a bunch of disks") devices, or
both. It also requires a certain amount of disk space in the / (root), / opt, and / var directories. The actual amount needed varies depending
on the packages you install.

The following table shows the minimum amount of disk space required in these various directories.

Table — Minimum Disk Space Requirements

Directory SAM (Archiving and File System) = QFS (File System Only) SAM-QFS Manager
| (root) directory = 2 Mbytes 2 Mbytes 25 Mbytes

/ opt directory 21 Mbytes 8 Mbytes 5 Mbytes

/ var directory 4 Gbytes 1 Mbyte 2 Mbytes

[ usr directory 2 Mbytes 2 Mbytes 7 Mbytes

/ t mp directory 0 Mbytes 0 Mbytes 200 Mbytes

) Note-

The space requirements for the / var directory take into account the fact that the archiver data directory, the archiver queue
files, and the log files are written to the / var directory.

How to Verify Disk Space

The following procedure shows how to verify whether there is enough disk space on your system to accommodate the SUNWsanf su and
SUNWsant sr software packages.

1. Run the following command to verify that at least 2 Mbytes are in the avai | column for the / directory.

# df -k /
Fi |l esystem kbytes used avai |l capacity Mount ed on
/ dev/ dsk/ cOt 1dosO 76767 19826 49271 29% /

2. Run the following command to verify that at least 21 Mbytes are in the avai | column for the / opt directory.

# df -k /opt
Fil esystem kbytes used avai |l capacity Mounted on
/ dev/ dsk/ cOt 1dos4 192423 59006 114177 35% / opt

3. Verify that at least 6 Mbytes are available in the / var directory.
A quantity of 30 Mbytes or more is recommended to allow for the growth of log files and other system files.

4. If each directory does not have enough room for the software, repartition the disk to make more space available to each file system.
For information about how to repartition a disk, see your Sun Solaris system administration documentation.

Preparing Hardware for Archiving

Verifying Archive Media
If you plan to perform disk archiving (to archive to disk space in another file system), verify the following:

® The host system to which the disks are attached has at least one file system created that is compatible with the SAM-QFS software.
® The disk has enough space available to accommodate the archive copies.

If you plan to archive to removable media devices, your environment must include the following:

® At least one removable media device for archiving files. This device can be a single tape or optical drive, or it can be multiple devices,
such as the drives within an automated library.

® Tape or magneto-optical cartridges to which archive files can be written. For most SCSl-attached and FC-attached libraries, the
SAM-QFS software supports only one media type. If you have a tape library that can be partitioned logically into two or more libraries,



you can have one media type in one logical library and a different media type in another. The SAM-QFS software records the cartridges
used for each library in a library catalog. You cannot mix the tape media types in a library catalog, so plan to use only one media type
per library or logical library.

The SAM-QFS environment supports a wide variety of removable media devices. You can obtain a list of currently supported drives and libraries
from your Sun Microsystems sales or support staff.

To make sure that your devices are attached and enumerated in an easily retrieved list, perform one or both of the following procedures:

® |f your removable media devices are not attached to your server, perform the procedure in Verifying Archive Media.
® Enumerate your devices using the instructions in Creating a List of Devices. You will use this list again in Installing the Software
Packages.

How to Attach Removable Media Devices

The following steps are general guidelines for attaching removable media hardware to a server. For explicit instructions on how to connect
these peripherals to a server, refer to the hardware installation guide supplied by the vendor with the automated library and drives.

. Ensure that you are on a console connection to the server.

. Power off the server.

. Ensure that the removable media devices and the disks to be used for the Sun QFS file system are connected and properly addressed.

. If you have libraries attached to the host system through a SCSI interface, ensure that the SCSI target IDs are unique for each SCSI
initiator (host adapter).
Avoid setting SCSI target IDs for peripherals to IDs that are already in use. In addition, if you are using a SCSI host adapter with a
previously attached disk drive, any additional peripheral connected to this bus must have a different ID. Typically, the initiator uses ID 7,
and the internal disk drive uses ID 3 for SPARC systems and ID 0 for UltraSPARC systems.

5. Power on the peripherals according to the manufacturer's recommended sequence.

Typically, you power on the outermost peripherals first, working toward more central components in sequence.
6. Disable autobooting.
At the >0k prompt, type the following command to disable autobooting:

A W N =

8. Do one of the following:
® |f you have libraries attached to the host system through a SCSI interface, use the pr obe- scsi -al | command to conduct an
inventory of target IDs and logical unit numbers (LUNs) for each device connected to the host system. Save the output. You
will use the information in this output for the next procedure, Creating a List of Devices.
For example:

{0} ok probe-scsi-all
/ pci @, 400/ scsi @, 1

| Target 0
: Unit 0 Renovable Device type 8 STK 9730 1700 :
| Target 1 i
| Unit 0 Renpvable Tape type 7 QUANTUM DLT7000 2565 §
i Target 2 H
i Unit 0 Rermpvable Tape type 7 QUANTUM DLT7000 2565 i
i /pci@f, 4000/ scsi @
i Target O H
Unit O Di sk SEAGATE ST318404LSUN18G 4207
i Target 6
Unit O Renpvabl e Read Only device  TOSH BA XM5201TASUN32XCD1103

® |f libraries or tape drives are attached to the host system through an FC interface, conduct an inventory of target IDs and LUNs
for each device connected to the host system. Save the output. You will use the information in this output for the next
procedure, Creating a List of Devices.
For example:



{0} ok show devs

| /SUNWTfb@e, 0

{ /SUNWU traSPARC | | @, 0

i /SUNW U traSPARC-| | @, O
/counter-tinmer@f, 1c00

i /pci @f, 2000

i [ pci @f, 4000

i /virtual - menory

[ menory@, a0000000

i /aliases

i /options

;[ openprom

i [/chosen

! Ipackages

i /pci @f, 2000/ SUNW gl c@

i/ pci @f, 2000/ SUNW gl c@/ f p@, O
/ pci @f, 2000/ SUNW gl c@/ f p@, 0/ di sk
i I pci @f, 4000/ SUNWi f p@

! /pci @f, 4000/ scsi @, 1

i /pci @f, 4000/ scsi @

!/ pci @f, 4000/ networ k@, 1

i/ pci @f, 4000/ ebus@

i Ipci @f, 4000/ SUNWi f p@/ ses

¢ {0} ok select /pci@f, 2000/ SUNW gl c@l
! {0} ok showchildren

LiDHA LUN --- Port WW --- ----- Di sk description -----

2 7e 0 500104f00041182b STK L700 0236
7c 7e 0 500104f00043abfc STK 9840 1.28
7d 7e 0 500104f00045eeaf STK 9840 1.28
6f 7e 0 500104f000416304 |BM ULT3580- TD1 16E0
6e 7e 0 500104f000416303 |BM ULT3580- TD1 16E0

If the server does not acknowledge all the known devices (disk drives, tape or optical drives, the automated library, and so on),
check the cabling. Do not proceed until all devices appear when probed.

9. Reenable autobooting, and then boot the system:

i >0k setenv auto-boot? true :
i >0k *boot* i

10. Review system files.
Review the following files:
® /var/adnm nessages to ensure that all devices were recognized
® /dev/rnt for expected tape devices
® /dev/dsk and/ dev/ rdsk for expected disks
Due to special driver requirements, no device information appears in / var / adnf messages for magneto-optical devices or
libraries until after you install the SAM-QFS software packages.
11. Disable autocleaning and autoloading.
If your automated library supports autocleaning or autoloading, disable those features when using that library with the Sun Storage
Archive Manager software. Consult the documentation from your library's manufacturer for information about disabling autocleaning
and autoloading.

) Note-

The only times you can use autoloading are during the initial loading of cartridges and when the SAM-QFS software
is not running. Remember to disable autoloading when the SAM-QFS system is running.

Creating a List of Devices

The devices that you intend to use must be attached and recognized by the server upon which you intend to install the SAM-QFS software. To
configure the SAM-QFS software, you need to know the following about your devices:

® The device type, manufacturer, and model number.
® The mechanism by which the device is attached to the server. You can attach devices in one of the following ways:



® Drives can use either a SCSI attachment or an FC attachment. Each drive accepts either tape cartridges or magneto-optical
cartridges.
For SCSl-attached drives, you need to know each drive's SCSI target ID and logical unit number (LUN).
For FC-attached drives, you need to know each drive's LUN and node World Wide Name (WWN).

® Automated libraries can use a SCSI attachment, an FC attachment, or a network attachment.
Libraries that use SCSI or FC attachments are called direct attached libraries. For SCSl-attached libraries, you need to know
each library's SCSI target ID and LUN. For FC-attached libraries, you need to know each library's LUN and node WWN.
Libraries that use a network attachment are called network attached libraries. You cannot configure network attached libraries
in the existing system configuration files; instead, you must create a parameters file for each network attached library. This is
explained later in the installation process.

How to Create a List of Devices

Fill in the following table to include the name, manufacturer, model, and connection types for each device that you want to include in your
SAM-QFS environment. Retain this list for use again later in the configuration procedure.

Device Name, Manufacturer, and Model = Target ID LUN | Node WWN
SCSl-attached tape drives
Not applicable
Not applicable
Not applicable
FC-attached tape drives
Not applicable
Not applicable
Not applicable
SCSl-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
FC-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
SCSl-attached automated libraries
Not applicable
Not applicable
Not applicable
FC-attached automated libraries
Not applicable
Not applicable

Not applicable

Obtaining the Release Files

Make sure that you have a copy of the release software. You can obtain the Sun SAM-QFS software from the Sun Download Center or on a



CD-ROM. Contact your authorized service provider (ASP) or your Sun sales representative if you have questions on obtaining the software.
After the release, upgrade patches are available from Sun Solve.

', Caution -
If you have not read the Release Notes, do so before you continue.

How to Obtain the Software From the Sun Download Center

1. Go to the downloads page.
2. Select the SAM-QFS or Sun QFS software package you want to receive.
3. Follow the instructions on the web site for downloading the software.

Software Licensing

You must agree to all binary and right-to-use (RTU) software license agreements before you install either the Sun QFS or the Sun SAM software.

Setting Up the Network Management Station

Perform this procedure if you want to monitor your configuration through Simple Network Management Protocol (SNMP) software.

You can configure the Sun SAM-QFS software to notify you when potential problems occur in its environment. The SNMP software manages
information exchange between network devices such as servers, automated libraries, and drives. When the Sun SAM-QFS software detects
potential problems in its environment, it sends information to a management station, which enables you to monitor the system remotely.

The management stations you can use include the following:

Sun Storage Automated Diagnostic Environment (StorADE)
Sun Management Center (Sun MC)

Sun Remote Server (SRS)

Sun Remote Services Net Connect

If you want to enable SNMP traps, make sure that the management station software is installed and operating correctly before installing the Sun
SAM-QFS software. Refer to the documentation that came with your management station software.

The types of problems, or events, that the SAM-QFS software can detect are defined in the SAM-QFS Management Information Base (MIB). The
events include errors in configuration, t apeal ert (1M) events, and other atypical system activity. For complete information about the MIB, see
/var/ snnp/ m b/ SUN- SAM M B. mi b after the packages are installed.

The SAM-QFS software supports the TRAP SNMP (V2c) protocol. The software does not support GET- REQUEST, GETNEXT- REQUEST, and
SET_REQUEST.

Next Steps

® Release Package Contents
® |nstalling the Software Packages

Installing the Software Packages

Installing the Software Packages

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) software uses the Sun Solaris packaging utilities for adding and deleting software.
The pkgadd(1M) utility prompts you to confirm various actions necessary to install the packages.

Table — Release Package Names

Installed Package = Description


http://sunsolve.sun.com
http://www.sun.com/software/download/sys_admin.html

SUNWgf st Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS(archiving and file system) software packages
SUNWanf su

How to Add the Packages

1. Become superuser.
2. Use the cd command to go to the directory where the software package release files reside.
You obtained the release files as described in Obtaining the Release Files. Changing to the appropriate directory differs, depending on
your release media, as follows:
® |f you downloaded the release files, go to the directory to which you downloaded the files.
® |f you obtained the release files from a CD-ROM, go to the directory on the CD-ROM that corresponds to your operating
system version.
3. Use the pkgadd(1M) command to add the appropriate packages, based on the features that you need to support:
® For archiving to a local or shared file system, install the SUNWsanf sr and SUNWanf su packages.
® To support just a local or shared file system (no archiving), install the SUNW§f sr and SUNWgf su packages.
For example:

........................................................................................................................................................

# pkgadd -d . SUNWsanfsr SUNWsanfsu

4. When prompted to define an administrator group, select yes or y to accept the default (no administrator group), or select no or n if
you want to define an administrator group.
You can reset permissions on certain commands later by using the set _admi n(1M) command. For more information about this
command, see Adding the Administrator Group or the set _adni n(1M) man page.

5. Examine the SAM-QFS installation log file / t np/ SAM i nstal | . | og.
This file should show that the pkgadd(1M) command added the SUNWanf sr and SUNWsanf su software packages. Verify that the
SAM-QFS samnst driver is also installed. If all files installed properly, the following message appears:

...................................................................................................................................................................

How to Set Up PATH and MANPATH Variables

To enable access to the commands and man pages for the Sun QFS and SAM-QFS commands, you must modify your PATH and MANPATH
environment variables.

1. For users who will need to access the user commands, such as sl s(1), add / opt / SUN\Wsanf s/ bi n to the users' PATH variables.
2. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shells, change the PATH and MANPATH variables in the . prof i | e file and export the variables.
The following example shows how your . prof i | e file might look after editing.

........................................................................................................................................................

PATH=$PATH: / opt / SUNWsant s/ bi n: / opt / SUN\Wsanf s/ shi n
MANPATH=$MANPATH: / opt / SUNWsanf s/ man
export PATH MANPATH

® |n the C shell, edit the . | ogi n and . cshr c files.
The pat h statement in your . cshr c file might look like the following example:

........................................................................................................................................................

The MANPATH statement in your . | ogi n file might look like the following example:



setenv MANPATH /usr /1 ocal / man: opt/ SUNWpr o/ man: / SOPENW NHOVE/ \
shar e/ man: / opt / SU\Wsanf s/ man

Configuring the File System Environment
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Configuring the File System Environment

Each SAM-QFS software environment is unique. The system requirements and hardware differ from site to site. SAM-QFS environments support
a wide variety of tape and optical devices, automated libraries, and disk drives. The system administrator at your site must set up the specific
configuration for your environment.

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ntf, defines the equipment topology managed by the SAM-QFS software. This file
specifies the devices, automated libraries, and file systems included in the environment. You assign each piece of equipment a unique
Equipment Identifier in the ntf file.

You can edit the ntf file in either of two ways:

® By using the SAM-QFS Manager interface to configure archiving and file system devices. When you create a file system using SAM-QFS
Manager, it creates an ncf file in / et ¢/ opt / SUN\Wsanf s/ ntf that contains a line for each device and family set of the file system.

® By directly editing the ntf file using a text editor.
The ncf file has two kinds of entries:

® File system device entries for disk devices. In the ntf file, you organize them into one or more file systems.
® Removable media device entries that you can organize into family sets. The ntf file contains information that enables you to identify
the drives to be used and associate them with the automated libraries to which they are attached.

For detailed information about ntf file structures and contents, see About the Master Configuration File.

Example ncf files are installed in / opt / SUN\Wsanf s/ exanpl es. Several example ntf file configurations are also provided in Examples of ntcf
Files.

The following sections provide examples and describe activities related to creating and maintaining the ncf file.

How to Create the Master Configuration File (mcf) Manually

® Use vi(1) or another editor to create the / et ¢/ opt / SUN\Wsant s/ ntf file.
For detailed information about the contents of the ntf file, see About the Master Configuration File.

@ You can copy an example ncf file from / opt / SUNWsanf s/ exanpl es or from the examples in Examples of ntf
Files.

When you create the ntf file, follow these guidelines:

Delimit the fields in each line with spaces or tabs.

Begin each comment line entered into this file with a pound sign (#).
Use a dash (-) to indicate optional fields that are omitted.

The following example shows the ncf file fields.



# Sun Storage Archive Manager file system configuration

#

# Equi prrent Equip Equip Fam Dev Addi ti onal
# ldentifier Od Type Set State Paraneters
H ommmmmm e e emmee emaea e mmmme e

The ncf file can contain both comment lines and lines that pertain to a device. The types of lines that can pertain to a device
are as follows:

Family set parent identifiers and family set devices
Family set member devices
Stand-alone devices

Identifying Peripherals Using the /var/adm/messages File

When your system boots, a series of messages is written to / var / adni nessages. These messages identify the Sun Solaris hardware path to
each of the peripherals on your system. You can use this information to create the ntf file. To display information from the latest system
reboot, search backward from the end of the file.

As the following example shows, each SCSI peripheral has three lines. The sixth field, sanst 2, indicates that these lines are associated with each
other.

Example — SCSI Peripheral Lines in the / var / adnm nessages File

# tail -200 /var/adm messages | nore

Aug 23 11:52: 54 baggi ns uni x: sanmst2: Vendor/Product ID = HP C1716T

Aug 23 11:52:54 baggi ns unix: sanst2 at espO: target 2 lun O

Aug 23 11:52:54 baggi ns unix: sanmst2 is

/i omru@, 10000000/ sbus@, 10001000/ espdrma@, 8400000/ esp@, 8800000/ sanst @, 0

® The first line displays the vendor and product information that the SCSI peripheral reported to the Sun Solaris kernel.
The second line displays the SCSI bus, SCSI target ID, and LUN of the peripheral.
The third line displays the peripheral's hardware path. This path is reflected in the / devi ces directory. Symbolic links (symlinks) to the
/ devi ces directory are set up in the / dev/ st,/ dev/ sanst, and / dev/ r mt directories. Note that the third line wraps to the next
line.

Matching the symbolic link to the correct peripheral is the key to configuring a Sun Storage Archive Manager environment. Use the | s(1)
command with the -1 option in both the / dev/ st, / dev/ sanst and / dev/ rnt directories to display the path name of the peripheral.

You might also want to set up the "device down" notification script at this point. The dev_down. sh(1M) man page contains information about
setting up this script, which sends email to root when a device is marked down or of f . For more information, see the dev_down. sh(1M) man

page.

How to Verify the mcf File

® If you created your ntf file manually, use the sam f sd(1M) command to verify the file.
If you created your ntf file using SAM-QFS Manager, you do not need to verify its syntax.
If the ncf file is free of syntax errors, the sam f sd(1M) output includes information about the file systems, archiving, and other
system information. If the ntf file contains syntax or other errors, however, the output is similar to the following example.

# samfsd

13: /dev/dsk/clt 1d0sO 10 nmd sanfsl on / dev/rdsk/clt 1d0s0O

*** Error in line 13: Equi prent name '/dev/dsk/clt 1d0sO' already in use by eq 10
72: /dev/rnt/3cbn 45 ug 11000 on

*** Error in line 72: Equi pnent nane '/dev/rnt/3cbn' already in use by eq 44
2 errors in '/etc/opt/ SUN\$anf s/ ncf'
sam fsd: Read ncf /etc/opt/SUNWanfs/ncf failed.



If the ncf file has errors, return to Setting Up the Environment Configuration and refer to the ncf (4) man page for information about
creating this file. You can also refer to Examples of ntf Files.

'ﬁ" How to Create an mcf File Using SAM-QFS Manager

Before You Begin

When you configure QFS file systems using the SAM-QFS Manager software, it creates or edits the appropriate configuration files, including the
ncf file, on that server. You can use either SAM-QFS Manager or the CLI to further edit these files later.

) Note-

If you want to use SAM-QFS Manager to configure your archiving environment and you want to include network attached
libraries (excluding STK Libraries) in this configuration, you must create your parameters file before you create the ntf file.
For information about creating a parameters file, see Creating Parameters Files for Network Attached Automated Libraries.
You can add a StorageTek ACSLS network library in the SAM-QFS Manager without creating the parameters file. The
application automatically generates the parameters file for you when you add the library in the Library Summary Page.

Steps

1. From your web browser, log in to the SAM-QFS Manager as an administrator user.
2. Expand the Getting Started section and choose First Time Configuration.
3. In section 2, click Create a File System.
The New File System wizard is displayed.
4. Follow the steps for creating a new file system.
When you have completed this process, the ntf file is created. For more information, see the SAM-QFS Manager online help.

Initializing the Environment

Initializing the Environment

This section tells you how to initialize the environment and the file system, and how to mount the file system.

How to Initialize the Environment

1. Use the sanmd(1M) conf i g command to initialize the archiving and file system environment.
For example:

# sanmd config

How to Initialize the File System

This procedure describes how to use the samkf s(1M) command and the Family Set names that you have defined to initialize a file system.

) Note-

The samkf s(1M) command sets one tuning parameter, the disk allocation unit (DAU). You cannot reset this parameter
without reinitializing the file system. For information about how the DAU affects tuning, see File Allocation Methods and the

samkf s(1M) man page.
1. Use the sammkf s(1M) command to initialize a file system for each Family Set name defined in the ntf file.

1 Caution -
Running the sammkf s (1M) command creates a new file system. It removes all references to the data currently
contained in the partitions associated with the file system in the / et ¢/ opt / SUN\WSanf s/ ncf file.



The following example shows the command to initialize a file system with the Family Set name of sanf s1.

# sammkfs sanfsl

sammkfs: Configuring file system

Buil ding "sanfsl" will destroy the contents of devices:
/ dev/ dsk/ c2t 0d0s3
/ dev/ dsk/ c2t 0d0s7

Do you wish to continue? [y/N *y*

total data kil obytes = 16777728
total data kilobytes free = 16777152
#

The actual numbers returned vary from file system to file system.

Mounting the File System

The mount (1M) command mounts a file system and reads the / et ¢/ vf st ab and sanf s. cnd configuration files. For information, see the
nmount _sanf s(1M) man page.

'ﬁ" How to Mount the File System Using SAM-QFS Manager

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to mount.

3. From the Operations menu, choose Mount.

How to Mount the File System From the Command Line

1. Use the nount (1M) command to mount the file system.
Specify the file system mount point as the argument. For example:

2. Use the mount (1M) command with no arguments to verify the mount.
This step confirms that the file system is mounted and shows how to set permissions. The following example shows the output from a
mount (1M) command issued to verify whether example file system sanf s1 is mounted.

# nount

_<<< information deleted >>>_

/sanfsl on sanfsl read/wite/setuid/intr/largefiles/onerror=panic/dev=8001e3 on Thu Feb 5
11: 01: 23 2004

_<<< infornmation deleted >>>_

3. (Optional) Issue the chnmod(1) and chown(1) commands to change the permissions and ownership of the file system's r oot directory.
Typically, this step is performed if this is the first time that the file system has been mounted. For example:



# chnmod 755 /sanfsl
# chown root:other /sanfsl

Setting Up Mount Parameters

Setting Up Mount Parameters

Use the procedures in this section to specify mount parameters for the file system.

You can specify mount parameters in the following ways:

Using the mount (1M) command. Mount options specified here override those specified in the / et c/ vf st ab file and in the
sanfs. crd file.

In the / et c/ vf st ab file. Mount options specified here override those specified in the sanf s. cnd file.

In the sanf s. cnd file.

For a list of available mount options, see the nount _sanf s(1M) man page.

Updating the /etc/vfstab File and Creating the Mount Point

This section describes how to edit the / et ¢/ vf st ab file.

The following table shows the values you can provide in the fields in the / et ¢/ vf st ab file.

Table -/ et ¢/ vf st ab File Fields

Field

1

Field Title and Content

Device to Mount. The name of the file system to be mounted. This value must be the same as the file system's Family Set name
specified in the ncf file.

Device to f sck(1M). Must be a dash (- ) character, which indicates that there are no options. This character prevents the Solaris
system from performing an f sck(1M) process on the file system. For more information about this process, see the f sck(1M) or
sanf sck(1M) man page.

Mount Point, for example, / sanf s1.

File System Type. Must be sanf s.

f sck(1M) Pass. Must be a dash (- ) character, which indicates that there are no options.
Mount at Boot. Either yes or no.

® Specifying yes in this field indicates that the Sun Storage Archive Manager file system is to be mounted automatically at boot
time.

® Specifying no in this field indicates that you do not want to mount the file system automatically.
For information about the format of these entries, see the mount _sanf s(1M) man page.

Mount Parameters. A list of comma-separated parameters (with no spaces) that are used in mounting the file system. You can specify
mount options on the nount (1M) command, in the / et c/ vf st ab file, or in a sanf s. cnd file. Mount options specified on the
nount (1M) command override those specified in the / et ¢/ vf st ab file and in the sanf s. cnd file. Mount options specified in the

/ et c/ vf st ab file override those in the sanf s. cnd file. For a list of available mount options, see the mount _sanf s(1M) man page.

When you create a file system using SAM-QFS Manager, a default / et c/ vf st ab file is created. However, mount options specified in SAM-QFS
Manager are written to the sanf s. cnd file rather than to the / et ¢/ vf st ab file. For more information, see Creating and Editing the
sanfs. cnd File.

To edit the mount options in the / et ¢/ vf st ab file, use the following procedure, How to Update the /etc/vfstab File and Create the Mount
Point Using a Text Editor.



How to Update the /etc/vfstab File and Create the Mount Point Using a Text Editor

The example in this task assumes that / sanf s1 is the mount point of the sanf s1 file system.

1. In the / et ¢/ vf st ab file, create an entry for each file system.
The following example shows header fields and entries for a local file system.

...................................................................................................................................................................

#DEVI CE DEVICE MOUNT FS FSCK  MOUNT MOUNT
#TO MOUNT TO FSCK PO NT  TYPE PASS AT BOOT PARAMETERS

sanfsil - /sanfsl sanfs - yes hi gh=80, | ow=60

2. Use the nkdi r (1IM) command to create the mount point.
For example:

...................................................................................................................................................................

Creating and Editing the samfs.cmd File

You can create the / et ¢/ opt / SUN\Wsanf s/ sanf s. cnd file as the place from which the system reads mount parameters. If you are
configuring multiple file systems with multiple mount parameters, consider creating this file.

For more information, see the nount _sanf s(1M) man page.

'ﬁ" How to Create and Edit the samfs.cmd File Using SAM-QFS Manager

If you specify non-default mount options when creating a file system in SAM-QFS Manager, the sanf s. cnd file is created or updated with
those mount options.

Follow these steps to edit a file system's mount options:

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system whose mount options you want to edit.
3. From the Operations menu, choose Edit Mount Options.
The Edit Mount Options page is displayed.
4. Make your edits in the fields.
For more information about the fields on the Edit Mount Options page, see the File System Manager online help.
5. Click Save.
The new mount options are written to the sanf s. cnd file.

How to Create and Edit the samfs.cmd File Using a Text Editor

® Use vi (1) or another editor to create the sanf s. cnd file.
Create lines in the sanf s. cnd file to control mounting, performance features, or other aspects of file system management. For more
information about the sanf s. cnd file, see The samfs.cmd File or the sanf s. cnd(4) man page.
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Installing Sun QFS

Complete the tasks below if this is the initial installation of the Sun QFS (file system only) software packages at your site.

® To upgrade Sun QFS software on an existing server, see Upgrading QFS and SAM-QFS.
® To install the software in a Sun Cluster environment, you must also follow the additional instructions in Using SAM-QFS With Solaris
Cluster.

) Note

You must be logged in as superuser to complete the installation tasks.
Installing QFS involves many of the same steps as installing SAM-QFS, except that you do not configure the archiving storage
devices.

Before You Begin
® |f you are not already familiar with the QFS file system, read the File System Overview.

® Before you follow the detailed installation steps below, check the hardware and software requirements as explained in
Preparing for Installation.

Installation Overview Task Map

Depending on the the features that you need to support, you must complete several of the following procedures.

Step Task Description

1 Add the software packages. Install the appropriate packages for your needs. Also see Release Package Contents.

2 Configure pat h and manpat h Configure the environment variables for access to commands and man pages.
variables.

3 (Optional) Install and configure This task is needed only if you want to use a browser to configure file systems.

SAM-QFS Manager.

4 Configure the file system Define the master configuration file ncf .
environment.

5 Configure file system mount Define the / et ¢/ vf st ab and sanf s. cnd files.
parameters.

6 Initialize the environment. Initialize SAM-QFS and mount the file systems.



7 (Optional) Configure shared file If applicable to your environment, complete the configuration tasks specific to a shared Sun

systems. QFS environment (see Configuring a Shared File System).
8 (Optional} Configure high-availability = If applicable to your environment, complete the configuration tasks specific to a Sun Cluster
for your file systems. environment (see Using SAM-QFS With Solaris Cluster).

Installing the Software Packages

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) software uses the Sun Solaris packaging utilities for adding and deleting software.
The pkgadd(1M) utility prompts you to confirm various actions necessary to install the packages.

Table — Release Package Names

Installed Package = Description

SUNWf sr Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS(archiving and file system) software packages
SUNWanf su

How to Add the Packages

1. Become superuser.
2. Use the cd command to go to the directory where the software package release files reside.
You obtained the release files as described in Obtaining the Release Files. Changing to the appropriate directory differs, depending on

your release media, as follows:

® |f you downloaded the release files, go to the directory to which you downloaded the files.

® |f you obtained the release files from a CD-ROM, go to the directory on the CD-ROM that corresponds to your operating
system version.

3. Use the pkgadd(1M) command to add the appropriate packages, based on the features that you need to support:

® For archiving to a local or shared file system, install the SUNWsanf sr and SUNWsanf su packages.

® To support just a local or shared file system (no archiving), install the SUNWf sr and SUNWf su packages.
For example:

# pkgadd -d . SUNWsanfsr SUNWsanf su

4. When prompted to define an administrator group, select yes or y to accept the default (no administrator group), or select no or n if

you want to define an administrator group.
You can reset permissions on certain commands later by using the set _adm n(1M) command. For more information about this

command, see Adding the Administrator Group or the set _adm n(1M) man page.

5. Examine the SAM-QFS installation log file / t rp/ SAM_i nst al | . | og.
This file should show that the pkgadd(1M) command added the SUN\Wsanf sr and SUNWsanf su software packages. Verify that the

SAM-QFS sanst driver is also installed. If all files installed properly, the following message appears:

How to Set Up PATH and MANPATH Variables

To enable access to the commands and man pages for the Sun QFS and SAM-QFS commands, you must modify your PATH and MANPATH
environment variables.

1. For users who will need to access the user commands, such as sl s(1), add / opt / SUNWsanf s/ bi n to the users' PATH variables.
2. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shells, change the PATH and MANPATH variables in the . prof i | e file and export the variables.
The following example shows how your . prof i | e file might look after editing.



PATH=$PATH: / opt / SUNWsanf s/ bi n: / opt / SUN\Wsanf s/ sbi n
MANPATH=$MANPATH: / opt / SUNWsanf s/ man
export PATH MANPATH

........................................................................................................................................................

® In the C shell, edit the . | ogi n and . cshr c files.
The pat h statement in your . cshr c file might look like the following example:

........................................................................................................................................................

set env. MANPATH /usr/ | ocal / man: opt / SUNWspr o/ man: / $OPENW NHOVE/ \
shar e/ man: / opt / SU\Wsanf s/ nan

Configuring the File System Environment

Each SAM-QFS software environment is unique. The system requirements and hardware differ from site to site. SAM-QFS environments support
a wide variety of tape and optical devices, automated libraries, and disk drives. The system administrator at your site must set up the specific
configuration for your environment.

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ncf, defines the equipment topology managed by the SAM-QFS software. This file
specifies the devices, automated libraries, and file systems included in the environment. You assign each piece of equipment a unique
Equipment Identifier in the ntf file.

You can edit the ntf file in either of two ways:

® By using the SAM-QFS Manager interface to configure archiving and file system devices. When you create a file system using SAM-QFS
Manager, it creates an ncf file in / et ¢/ opt / SUNWsanf s/ ntf that contains a line for each device and family set of the file system.

® By directly editing the ntf file using a text editor.
The ncf file has two kinds of entries:

® File system device entries for disk devices. In the ntf file, you organize them into one or more file systems.
® Removable media device entries that you can organize into family sets. The ntf file contains information that enables you to identify
the drives to be used and associate them with the automated libraries to which they are attached.

For detailed information about ntf file structures and contents, see About the Master Configuration File.

Example ncf files are installed in / opt / SUN\Wsanf s/ exanpl es. Several example ntf file configurations are also provided in Examples of ntcf
Files.

The following sections provide examples and describe activities related to creating and maintaining the ncf file.

How to Create the Master Configuration File (mcf) Manually

® Use vi(1) or another editor to create the / et ¢/ opt / SUN\Wsanf s/ ntf file.
For detailed information about the contents of the ntf file, see About the Master Configuration File.

@ You can copy an example ncf file from / opt / SUNWsanf s/ exanpl es or from the examples in Examples of ntf
Files.

When you create the ntf file, follow these guidelines:

® Delimit the fields in each line with spaces or tabs.



® Begin each comment line entered into this file with a pound sign (#).
® Use a dash (-) to indicate optional fields that are omitted.
The following example shows the ncf file fields.

#

# Sun Storage Archive Manager file system configuration
#

# Equi prrent Equip Equip Fam Dev Addi ti onal

# ldentifier Od Type Set State Paraneters

H omemcacaias | meeie ciace mmee messe memmeesaaa-

........................................................................................................................................................

The ncf file can contain both comment lines and lines that pertain to a device. The types of lines that can pertain to a device
are as follows:

Family set parent identifiers and family set devices
Family set member devices
Stand-alone devices

Identifying Peripherals Using the /var/adm/messages File

When your system boots, a series of messages is written to / var / adni nessages. These messages identify the Sun Solaris hardware path to
each of the peripherals on your system. You can use this information to create the ntf file. To display information from the latest system
reboot, search backward from the end of the file.

As the following example shows, each SCSI peripheral has three lines. The sixth field, sanst 2, indicates that these lines are associated with each
other.

Example — SCSI Peripheral Lines in the / var / adm nessages File

# tail -200 /var/adm messages | nore

Aug 23 11:52:54 baggi ns uni x: sanst2: Vendor/Product |ID = HP Cl716T

Aug 23 11:52:54 baggi ns unix: sanst2 at espO: target 2 lun O

Aug 23 11:52:54 baggi ns unix: sanst2 is

/i ommu@, 10000000/ sbus@, 10001000/ espdrma@, 8400000/ esp@, 8800000/ sanmst @, 0

® The first line displays the vendor and product information that the SCSI peripheral reported to the Sun Solaris kernel.
The second line displays the SCSI bus, SCSI target ID, and LUN of the peripheral.
The third line displays the peripheral's hardware path. This path is reflected in the / devi ces directory. Symbolic links (symlinks) to the
/ devi ces directory are set up in the / dev/ st,/ dev/ sanmst, and / dev/ r mt directories. Note that the third line wraps to the next
line.

Matching the symbolic link to the correct peripheral is the key to configuring a Sun Storage Archive Manager environment. Use the | s(1)
command with the -1 option in both the / dev/ st, / dev/ sanst and / dev/rnt directories to display the path name of the peripheral.

You might also want to set up the "device down" notification script at this point. The dev_down. sh(1M) man page contains information about
setting up this script, which sends email to root when a device is marked down or of f . For more information, see the dev_down. sh(1M) man

page.

How to Verify the mcf File

® If you created your ntf file manually, use the sam f sd(1M) command to verify the file.
If you created your ntf file using SAM-QFS Manager, you do not need to verify its syntax.
If the ncf file is free of syntax errors, the sam f sd(1M) output includes information about the file systems, archiving, and other
system information. If the ntf file contains syntax or other errors, however, the output is similar to the following example.



# sam fsd

13: /dev/dsk/clt 1d0sO 10 nd sanfsl on / dev/rdsk/ clt 1d0s0
*** Error in line 13: Equi pnent nane '/dev/dsk/clt1d0s0' already in use by eq 10
72: /dev/rnt/3chn 45 ug 11000 on

*** Error in line 72: Equi pment name '/dev/rnt/3cbn' already in use by eq 44
2 errors in '/etc/opt/ SUN\Manf s/ ncf'
sam fsd: Read ntf /etc/opt/SUN\Wsanfs/ncf failed.

If the ncf file has errors, return to Setting Up the Environment Configuration and refer to the ntf (4) man page for information about

creating this file. You can also refer to Examples of ntf Files.

'ﬁ" How to Create an mcf File Using SAM-QFS Manager

Before You Begin

When you configure QFS file systems using the SAM-QFS Manager software, it creates or edits the appropriate configuration files, including the

ncf file, on that server. You can use either SAM-QFS Manager or the CLI to further edit these files later.

) Note-

If you want to use SAM-QFS Manager to configure your archiving environment and you want to include network attached
libraries (excluding STK Libraries) in this configuration, you must create your parameters file before you create the ncf file.
For information about creating a parameters file, see Creating Parameters Files for Network Attached Automated Libraries.
You can add a StorageTek ACSLS network library in the SAM-QFS Manager without creating the parameters file. The
application automatically generates the parameters file for you when you add the library in the Library Summary Page.

Steps

1. From your web browser, log in to the SAM-QFS Manager as an administrator user.
2. Expand the Getting Started section and choose First Time Configuration.
3. In section 2, click Create a File System.
The New File System wizard is displayed.
4. Follow the steps for creating a new file system.
When you have completed this process, the ntf file is created. For more information, see the SAM-QFS Manager online help.

Setting Up Mount Parameters
Use the procedures in this section to specify mount parameters for the file system.

You can specify mount parameters in the following ways:

® Using the nount (1M) command. Mount options specified here override those specified in the / et ¢/ vf st ab file and in the
sanfs. cd file.
In the / et c/ vf st ab file. Mount options specified here override those specified in the sanf s. cnd file.
In the sanf s. cnd file.

For a list of available mount options, see the nount _sanf s(1M) man page.

Updating the /etc/vfstab File and Creating the Mount Point

This section describes how to edit the / et ¢/ vf st ab file.

The following table shows the values you can provide in the fields in the / et c/ vf st ab file.
Table -/ et ¢/ vf st ab File Fields

Field Field Title and Content



1 Device to Mount. The name of the file system to be mounted. This value must be the same as the file system's Family Set name
specified in the ncf file.

2 Device to f sck(1M). Must be a dash (- ) character, which indicates that there are no options. This character prevents the Solaris
system from performing an f sck(1M) process on the file system. For more information about this process, see the f sck(1M) or
sanf sck(1M) man page.

3 Mount Point, for example, / sanf s1.
4 File System Type. Must be sanf s.
5 f sck(1M) Pass. Must be a dash (- ) character, which indicates that there are no options.

6 Mount at Boot. Either yes or no.

® Specifying yes in this field indicates that the Sun Storage Archive Manager file system is to be mounted automatically at boot
time.

® Specifying no in this field indicates that you do not want to mount the file system automatically.
For information about the format of these entries, see the nount _sanf s(1M) man page.

7 Mount Parameters. A list of comma-separated parameters (with no spaces) that are used in mounting the file system. You can specify
mount options on the nount (1M) command, in the / et c/ vf st ab file, or in a sanf s. cnd file. Mount options specified on the
mount (TM) command override those specified in the / et ¢/ vf st ab file and in the sanf s. cnd file. Mount options specified in the
/ et c/ vf st ab file override those in the sanf s. cnd file. For a list of available mount options, see the mount _sanf s(1M) man page.

When you create a file system using SAM-QFS Manager, a default / et c/ vf st ab file is created. However, mount options specified in SAM-QFS
Manager are written to the sanf s. cnd file rather than to the / et ¢/ vf st ab file. For more information, see Creating and Editing the
sanf s. cnd File.

To edit the mount options in the / et ¢/ vf st ab file, use the following procedure, How to Update the /etc/vfstab File and Create the Mount
Point Using a Text Editor.

How to Update the /etc/vfstab File and Create the Mount Point Using a Text Editor

The example in this task assumes that / sanf s1 is the mount point of the sanf s1 file system.

1. In the / et c/ vf st ab file, create an entry for each file system.
The following example shows header fields and entries for a local file system.

...................................................................................................................................................................

#DEVI CE DEVICE MOUNT FS FSCK  MOUNT MOUNT
#TO MOUNT TO FSCK PO NT  TYPE PASS AT BOOT PARAMETERS

sanfsl - /sanfsl sanfs - yes hi gh=80, | ow=60

2. Use the mkdi r (1IM) command to create the mount point.
For example:

...................................................................................................................................................................

Creating and Editing the samfs.cmd File

You can create the / et ¢/ opt / SUN\Wsant s/ sanf s. cnd file as the place from which the system reads mount parameters. If you are
configuring multiple file systems with multiple mount parameters, consider creating this file.

For more information, see the mount _sanf s(1M) man page.

'ﬁ" How to Create and Edit the samfs.cmd File Using SAM-QFS Manager

If you specify non-default mount options when creating a file system in SAM-QFS Manager, the sanf s. cnd file is created or updated with
those mount options.



Follow these steps to edit a file system's mount options:

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system whose mount options you want to edit.
3. From the Operations menu, choose Edit Mount Options.
The Edit Mount Options page is displayed.
4. Make your edits in the fields.
For more information about the fields on the Edit Mount Options page, see the File System Manager online help.
5. Click Save.
The new mount options are written to the sanf s. cmd file.

How to Create and Edit the samfs.cmd File Using a Text Editor
® Use vi (1) or another editor to create the sanf s. cnd file.

Create lines in the sanf s. cnd file to control mounting, performance features, or other aspects of file system management. For more
information about the sanf s. cnd file, see The samfs.cmd File or the sanf s. cnd(4) man page.

Initializing the Environment

This section tells you how to initialize the environment and the file system, and how to mount the file system.

How to Initialize the Environment

1. Use the sanmd(1M) conf i g command to initialize the archiving and file system environment.
For example:

# samd config

How to Initialize the File System

This procedure describes how to use the sammkf s(1M) command and the Family Set names that you have defined to initialize a file system.

) Note-

The samrkf s(1M) command sets one tuning parameter, the disk allocation unit (DAU). You cannot reset this parameter
without reinitializing the file system. For information about how the DAU affects tuning, see File Allocation Methods and the
sanmkf s(1M) man page.

1. Use the samkf s(1M) command to initialize a file system for each Family Set name defined in the ntf file.

1 Caution -
Running the samkf s(1M) command creates a new file system. It removes all references to the data currently
contained in the partitions associated with the file system in the / et ¢/ opt / SUN\Wsanf s/ ncf file.

The following example shows the command to initialize a file system with the Family Set name of sanf s1.



# sammkfs sanfsil

sammkfs: Configuring file system

Bui | ding "sanfsl" will destroy the contents of devices:
/ dev/ dsk/ c2t 0d0s3
/ dev/ dsk/ c2t 0d0s7

Do you wish to continue? [y/N *y*

total data kil obytes = 16777728
total data kilobytes free = 16777152
#

The actual numbers returned vary from file system to file system.

Mounting the File System

The mount (TM) command mounts a file system and reads the / et ¢/ vf st ab and sanf s. cnd configuration files. For information, see the
mount _sanf s(1M) man page.

'ﬁ*‘ How to Mount the File System Using SAM-QFS Manager

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to mount.

3. From the Operations menu, choose Mount.

How to Mount the File System From the Command Line

1. Use the mount (1M) command to mount the file system.
Specify the file system mount point as the argument. For example:

& Tip-

2. Use the mount (1M) command with no arguments to verify the mount.
This step confirms that the file system is mounted and shows how to set permissions. The following example shows the output from a
nmount (1M) command issued to verify whether example file system sanf s1 is mounted.

# nmount

_<<< information deleted >>>_

/sanfsl on sanfsl read/wite/setuid/intr/largefiles/onerror=panic/dev=8001e3 on Thu Feb 5
11: 01: 23 2004

_<<< information deleted >>>_

3. (Optional) Issue the chmod(1) and chown(1) commands to change the permissions and ownership of the file system's r oot directory.
Typically, this step is performed if this is the first time that the file system has been mounted. For example:

. # chnod 755 /sanfsl
i # chown root:other /sanfsl i
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Performing Additional SAM-QFS Configuration

This section outlines additional tasks that you might need to complete in order to finish the configuration of the Sun Storage Archive Manager
(SAM-QFS) or Sun QFS environment. Some of these tasks are optional, depending on your specific environment.

Before You Begin

® |nstall the software as described in Installing and Configuring SAM-QFS or Installing Sun QFS, as appropriate.

Sharing the File System With NFS Client Systems

Perform this task if you want the file system to be shared with network file system (NFS) clients.

How to NFS Share the File System

This procedure uses the Solaris shar e(1M) command to make the file system available for mounting by remote systems. The shar e(1M)
commands are typically placed in the / et ¢/ df s/ df st ab file and are executed automatically by the Solaris OS when you enter i ni t (1M) state
3.

Steps

1. Use vi (1) or another editor to add a shar e(1M) command to the / et ¢/ df s/ df st ab file.
For example:

...................................................................................................................................................................

share -F nfs -o rw=clientl:client2 -d "SAM FS" /sanfsl



2. Use the ps(1) command to determine whether nf s. ser ver is running.
For example:

# ps -ef | grep nfsd

| root 694 1 0 Apr 2972 0:36 /usr/lib/nfs/nfsd -a 16 i
i enl7 29996 29940 0 08:27:09 pts/5 0: 00 grep nfsd §
! # ps -ef | grep nountd :
r oot 406 1 0 Apr 2972 95:48 /usr/li b/ autofs/automountd
root 691 1 0 Apr 297 2:00 /usr/lib/nfs/mountd
enl7 29998 29940 0 08:27:28 pts/5 0: 00 grep nountd

In this sample output, the lines that contain / usr/ 1 i b/ nf s indicate that the NFS server is mounted.

3. If nfs. server is not running, start it:

4. (Optional) Type the shar e(1M) command at a r oot shell prompt.
Perform this step if you want to NFS-share the file system immediately.
If no NFS-shared file systems exist when the Sun Solaris OS boots, the NFS server is not started. The following example shows the
commands to use to enable NFS sharing. You must change to run level 3 after adding the first share entry to this file.

#init 3
# who -r
. run-level 3 Dec 12 14:39 3 2 2
# share

Some NFS mount parameters can affect the performance of an NFS-mounted Sun Storage Archive Manager file system. You can set
these parameters in the / et ¢/ vf st ab file as follows:

® tineo =n. This value sets the NFS timeout to n tenths of a second. The default is eleven tenths of a second. For performance
purposes, Sun Microsystems recommends using the default value. You can increase or decrease the value appropriately to your
system.

® rsize =n. This value sets the read buffer size to n bytes. In NFS 2, change the default value (8192) to 32768. In NFS 3, retain
the default value of 32768.

® wsi ze =n. This value sets the write buffer size to n bytes. In NFS 2, change the default value (8192) to 32768. In NFS 3, retain
the default value of 32768.
For more information about these parameters, see the mount _nf s(1M) man page.

How to Mount the File System on Clients

On the client systems, mount the server's file system at a convenient mount point.

) Note-

There can be a significant delay in the file system's response to NFS client requests if a requested file resides on a cartridge
that must be loaded into a DLT tape drive, if all tape drives are full, or if drives are slow. As a consequence, the system might
generate an error instead of retrying the operation.

To avoid this situation, it is recommended that you mount the file system with either the har d option enabled or with the
sof t,retrans, and t i meo options enabled. If you use the sof t option, also specify r et r ans=120 (or greater) and

ti meo=3000.

Steps

1. On an NFS client system, use vi (1) or another editor to edit the / et c/ vf st ab file and add a line to mount the server's file system at
a convenient mount point.
The following example mounts ser ver : / sanf s1 on the / sanf s1 mount point:



server:/sanfsil - / sanfsl nfs - yes hard,intr,ti meo=60

2. Save and close the / et ¢/ vf st ab file.
3. Enter the nount (1TM) command.
For example, the following mount (1M) command mounts the sanf s1 file system:

Alternatively, the automounter can do this, if you prefer. Follow your site procedures for adding server :/sanfsl to your
automounter maps. For more information, see the aut onount d(1M) man page.

Editing the def aul t s. conf File

The / opt / SUN\Wanf s/ exanpl es/ def aul t s. conf file contains directives that control automated library actions in a Sun Storage Archive
Manager environment. You can change these settings at any time after the initial installation. You might change them to accommodate changes
in your site's library information, for example. If you change the information in the def aul t s. conf file after the system is running, you must
then issue commands to propagate the def aul t s. conf file changes to the file system. For information, see Propagating Configuration File
Changes to the System.

The following example shows lines from an example def aul t s. conf file. This file shows several parameters that can affect the configuration
of an automated library.

Example — Example def aul t s. conf File

¢ exported_nedia = unavail abl e :
attended = yes
| tape = It
! log = LOG LOCAL7 :
timeout = 300
| # trace
i #all on :
{ # endtrace i
! labels = barcodes_| ow i
i 1t_delay = 10 H
i It_unload =7 H
i It_blksize = 256 :

Another sample file is located in / opt / SUNWsanf s/ exanpl es/ def aul ts. conf.

How to Customize Default Values

1. Read the def aul t s. conf (4) man page to determine the defaults you want to change.
2. Use the cp(1) command to copy / opt / SUNWsanf s/ exanpl es/ def aul ts. conf to its functional location.
For example:

3. Use vi (1) or another editor to edit the file.
Edit the lines that control those aspects of the system that you want to change. Remove the pound character (#) from column 1 of the
lines you change.

4. Use the pki | | (1IM) command to send a SIGHUP signal to the sam f sd(1M) daemon.
For example:

# pkill -HUP samfsd



This command restarts the sam f sd(1M) daemon and enables the daemon to recognize the changes in the def aul t s. conf file.

Features You Can Control From def aul t s. conf

This section describes two common features that you can control from the def aul t s. conf file. For more information, see the
def aul t s. conf (4) man page.

Barcodes

If you have a tape library that uses a barcode reader, you can configure the system to set the tape label equal to the first or last characters of
the barcode label. You can accomplish this by setting the | abel s directive in the def aul t s. conf file, as shown in The following table.

Table — The | abel s Directive in the def aul t s. conf File

Directive Action

| abel s = Default. Uses the first six characters of the barcode as the label. This setting enables the archiver to label new media on
bar codes blank media automatically if the tape is chosen.

| abel s = Uses the last six characters of the barcode as the label.

bar codes_| ow

| abel s = read Reads the label from the tape. This setting prevents the archiver from labeling new media automatically.

If | abel s = barcodes orl abel s = barcodes_| owis in effect, the Sun SAM system writes a label before the write is started for any tape
that is mounted for a write operation that is write enabled, is unlabeled, and has a readable barcode.

Drive Timing Values

You can set the unload and unload wait time for devices using the dev_unl oad and dev_del ay directives, respectively. These directives enable
you to set values that meet your site's requirements.

The format of the dev_unl oad parameter is as follows:

For dev, specify the device type as specified in the ntf (4) man page.

For seconds, specify the number of seconds that you want the system to wait after an unl oad command is issued. This gives the automated
library time to eject the cartridge, open the door, and perform other operations before the cartridge is removed. The default is 0.

The format of the dev_del ay directive is as follows:

For dev, specify the device type as specified in the ntf (4) man page.

For seconds, specify the minimum number of seconds that you want to have elapse between the time when a cartridge is loaded and the time
when the same cartridge is able to be unloaded. The default is 30.

For example:

. # hp_delay = 10
© #1t_unload = 7 :

Configuring the Remote Notification Facility

The software can be configured to notify you when potential problems occur in its environment. The system sends notification messages to a
management station of your choice. The Simple Network Management Protocol (SNMP) software within the software manages the exchange of
information between network devices such as servers, automated libraries, and drives.



The Sun SAM Management Information Base (MIB) defines the types of problems, or events, that the Sun SAM software can detect. The
software can detect errors in configuration, t apeal ert (1M) events, and other atypical system activity. For more information, see
[ var/ snnp/ m b/ SUN- SAM M B. i b.

The following procedures describe how to enable and disable remote notification.

How to Enable Remote Notification

1. Ensure that the management station is configured and known to be operating correctly.
Setting Up the Network Management Station describes this prerequisite.

2. Using vi (1) or another editor, examine the / et ¢/ host s file to ensure that the management station to which notifications should be
sent is defined.
The following sample file defines a management station with a host name of ngnt consol e.

999.9.9.9 | ocal host
999. 999. 9. 998 nmgnt consol e
999.999.9.9 sanserver

! 999.999.9.999 | ogger host | oghost i

3. Save your changes to / et ¢/ host s and exit the file.
4. Using vi (1) or another editor, open the file / et c/ opt / SUN\Wsanf s/ scri pt s/ sendtr ap and locate the
TRAP_DESTI NATI ON=" host nane' directive.
This line specifies that remote notification messages be sent to port 161 of the server upon which the Sun Storage Archive Manager
software is installed. Note the following:
® |f you want to change the host name or/and port, replace the TRAP_DESTI NATI ON directive line with
TRAP_DESTI NATI ON=" management-console-name: port". Note the use of quotation marks (" ") rather than apostrophes (
') in the new directive.
® |f you want to send remote notification messages to multiple hosts, specify the directive in the following format:

5. Locate the COMMUNI TY="publ i ¢" directive in/ et c/ opt / SUN\Wsanf s/ scri pt s/ sendtrap.
This line acts as a password. It prevents unauthorized viewing or use of SNMP trap messages. Examine this line and do one of the
following, depending on the community string value of your management station:
® |f your management station's community string is also set to publ i ¢, you do not have to edit this value.
® |f your management station's community string is set to a value other than publ i c, edit the directive to replace publ i ¢ with
the value that is used in your management station.
6. Save your changes to / et ¢/ opt / SUNWsanf s/ scri pt s/ sendt r ap and exit the file.

How to Disable Remote Notification

The remote notification facility is enabled by default. If you want to disable remote notification, perform this procedure.

1. If the file / et ¢/ opt / SUN\Wantf s/ def aul t s. conf does not exist, use the cp(1) command to copy file
/ opt / SUNWsanf s/ exanpl es/ def aul ts. conf to/ et c/opt/ SUN\Wsanf s/ def aul ts. conf.
2. Open the file / et ¢/ opt / SUN\Wanf s/ def aul t s. conf and find the line that specifies SNMP alerts. The line is as follows:

3. Edit the line to disable SNMP alerts.
Remove the # symbol and change on to of f . After editing, the line is as follows:



4. Save your changes and exit the file.
5. Use the pki | | (1M) command to send a SIGHUP signal to the sam f sd(1M) daemon.

# pkill -HUP samfsd

This command restarts the sam f sd(1M) daemon and enables the daemon to recognize the changes in the def aul t s. conf file.

Adding the Administrator Group

By default, only the superuser can execute administrator commands. However, during installation you can supply an administrator group name.
The pkgadd(1M) process prompts you for this group name during the installation.

Members of the administrator group can execute all administrator commands except for st ar (1M), sanf sck(1M), sangr owf s(1M),
sammkf s(1M), and sand(1M). The administrator commands are located in / opt / SUN\Wsanf s/ shi n.

After installing the package, you can use the set _adm n(1M) command to add or remove the administrator group. This action performs the
same function as selecting an administrator group during the package installation. You must be logged in as superuser to use the set _adm n
(TM) command. You can also undo the effect of this selection and make the programs in / opt / SUN\Vsanf s/ sbi n executable only by the
superuser. For more information, see the set _adm n(1M) man page.

How to Add the Administrator Group

1. Choose a group name, or select a group that already exists within your environment.
2. Use the gr oupadd(1M) command, or edit the / et ¢/ gr oup file.
The following is an entry from the group file designating an administrator group for the software. In this example, the samadmgroup

consists of both the admand oper at or users.

How to Enable System Logging

The software logs errors, cautions, warnings, and other messages using the standard Sun Solaris sysl og(3) interface. By default, the Sun SAM

facility is | ocal 7.

1. Open the/ et c/ sysl og. conf file.
2. From the file / opt / SUN\Wsanf s/ exanpl es/ sysl og. conf _changes, locate the logging line, which is similar, if not identical, to

the following:

...................................................................................................................................................................

| ocal 7. debug /var/adm sam | og

) Note-

The preceding entry is all one line and has a TAB character (not a space) between the fields.

The default facility is | ocal 7. If you set logging to something other than | ocal 7 in the / et c/ sysl og. conf file, edit the
def aul ts. conf file and reset it there, too. For more information, see the def aul t s. conf (4) man page.

3. Append the logging line from / opt / SUN\Wanf s/ exanpl es/ sysl og. conf _changes to the / et ¢/ sysl og. conf file.
For example:



# cp /etc/syslog.conf /etc/syslog.conf.orig
# cat /opt/ SUNWsanf s/ exanpl es/ sysl og. conf _changes >> /etc/sysl og. conf

4. Create an empty log file and send the sysl| ogd a HUP signal.
For example, to create a log file in / var / adm sam | og and send the HUP to the sysl ogd daemon, type the following:

# touch /var/adnm sam| og
# pkill -HUP syslogd

For more information, see the sysl og. conf (4) and sysl ogd(1M) man pages.

5. (Optional) Use the | og_r ot at e. sh(1M) command to enable log file rotation.
Log files can become very large, and the | og_r ot at e. sh(1M) command can help in managing log files. For more information, see
the |l og_r ot at e. sh(1M) man page.

Configuring Other Sun Storage Products

The Sun SAM-QFS installation and configuration process is complete. You can configure related storage products at this time. For example, to
configure the Sun SAM-Remote software, see Using the Sun SAM-Remote Software.

Related Topics

Creating Parameters Files for Network Attached Automated Libraries
Checking the Drive Order in Libraries

Configuring the Archiver

Managing Automated Libraries and Manually Loaded Drives
Populating the Catalog
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Installing and Configuring SAM-QFS Manager

If you want to use the browser user interface to configure and manage your SAM-QFS environment, follow the instructions in this section.

About SAM-QFS Manager

The SAM-QFS Manager is a browser interface tool that enables you to configure, control, protect, and monitor the archiving and file systems in
your network from a central location. To access this central location, you can use the web browser on any host in your network.

The goal of the software is to provide a less complex way than command-line interface (CLI) commands to perform the most common archiving
and file system tasks.



By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on
how to add additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.

Installing SAM-QFS Manager

Perform the tasks in this section to install the SAM-QFS Manager software.

Verifying Requirements for SAM-QFS Manager

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more SAM-QFS Manager hosts
® As additional software on the SAM-QFS Manager host

After the SAM-QFS Manager software is installed, you can invoke SAM-QFS Manager from any machine on the network that is allowed access to
its web server.

The host upon which you are configuring SAM-QFS Manager must meet the requirements described in the following sections.

Hardware Requirements

The minimum hardware requirements for the SAM-QFS Manager software are as follows:

SPARC 400-MHz (or more) CPU or x64 AMD CPU

1 gigabyte of memory

One 20-gigabyte disk

At least 250 Mbytes free space in / t np

At least 100 Mbytes free space in / (the root partition)
One 10/100/1000Base-T Ethernet port

Browser Requirements

Ensure that your installation meets the following browser requirements:

® One of the following browsers, at the minimum level indicated, must be used to access the File System Manager software:
® Netscape™ 7.1 / Mozilla™ 1.7 / Firefox 1.5 on the Solaris OS or Microsoft Windows 98 SE, ME, 2000, or XP operating system
® Internet Explorer 6.0 on the Microsoft Windows 98 SE, ME, 2000, or XP operating system
® You must enable JavaScript™ technology in your browser. Specific locations differ by browser. For example, in Firefox, go to the
Content section of the Preferences panel and confirm that the box next to Enable JavaScript is checked.
® |f you are upgrading from an earlier version of the SAM-QFS Manager software, you must clear the browser cache before using
SAM-QFS Manager for the first time.

Operating System Requirements

Make sure that the following minimum level of the Solaris OS is installed on the web server:

® Solaris 10 Update 6

Web Software Requirements

The SAM-QFS Manager installation packages include revisions of the following software at the minimum levels indicated:

® Java™ 2 Standard Edition version 1.5.0

® JavaHelp™ 2.0

® Java Studio Enterprise Web Application Framework (JATO) 2.1.2
® Tomcat version 4.0.5

During the installation procedure, you will be asked to answer questions. Based on your answers, the installation software can install the correct
revisions for you if the compatible revisions of these software packages are not present.



) Note-

SAM-QFS Manager is registered in the Sun Java Web Console and can coexist with other applications that use the same
console. The Java Web Console uses port 6789. This is an IANA-reserved port, so no application other than Java Web Console
should use this port.

How to Install SAM-QFS Manager

Before You Begin
Ensure that you have met the installation requirements described in Verifying Requirements for SAM-QFS Manager.
Steps

1. Log in to the server that you want to use as the SAM-QFS management station.
You can use the same server on which you installed the SUNWsanf sr and SUNWsanf su packages, or you can use a different server on
the same network.

2. Become superuser.

3. Go to the directory where the software package release files reside on your server.

4. Execute the f sngr _set up script to start the installation process.
For example:

5. Answer the questions as prompted by the f sngr _set up script.
During the installation procedure, you are asked questions about your environment.
The f smgr _set up script automatically installs the following:
® The SUNW sngrr package.
® The SUNW sngr u package.
The installation script prompts you to specify whether you want to install localized packages.
After installing the packages, the install software starts the Tomcat Web Server and enables logging.
6. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shell, edit the . pr of i | e file, change the PATH and MANPATH variables, and export the variables.
The following code example shows how your . pr of i | e file might look after editing.

PATH=$PATH: / opt / SUNW sngr/ bi n
MANPATH=$MANPATH: / opt / SUNW sngr / man
export PATH MANPATH

........................................................................................................................................................

® |n the C shell, edit the . | ogi n and . cshr c files.
When you have finished editing, the pat h statement in your . cshr c file might look like the following line:

........................................................................................................................................................

set env. MANPATH /usr/ | ocal / man: opt / SUNWspr o/ man: / $OPENW NHOVE/ \
shar e/ man: / opt / SUN\Wsanf s/ man: / opt / SUNW sngr / man

...................................................................................................................................................................

# ps -ef | grep rpchind

8. Examine the output from the preceding commands.



The output should contain a line similar to the following:

...................................................................................................................................................................

9. (Optional) Start the SAM-QFS Manager (f sngnt d) daemon.
If you did not choose to start the SAM-QFS Manager daemon automatically during the installation process, do one of the following:
® Type the following command to start the SAM-QFS Manager daemon and have it restart automatically every time the daemon
process dies. With this configuration, the daemon also automatically restarts at system reboot.

For more information, see the f smadm(1M) man page.

10. (Optional) Give additional users access to SAM-QFS Manager.

By default, the r oot user has privileges to perform all operations available from the SAM-QFS software. You can assign other users full
or partial access to SAM-QFS Manager operations.

To give an additional user access to SAM-QFS Manager, use the user add command. See How to Create Additional SAM-QFS User
Accounts and How to Assign Privilege Levels to SAM-QFS Users for information about adding users and assigning SAM-QFS Manager
user privilege levels.

How to Start SAM-QFS Manager

) Note-

Before you start SAM-QFS Manager, disable all pop-up blockers.

1. Log in to the server where SAM-QFS Manager is installed, or log in to any system that has network access to it.
2. If you upgraded from a previous version of the software, open the web browser and clear the browser cache.
3. From the web browser, start SAM-QFS Manager.

...................................................................................................................................................................

For hostname, type the name of the host where the SAM-QFS Manager software is installed. If you need to specify a domain name in
addition to the host name, specify the hostname in this format: hostname. domainname. Note that this URL begins with ht t ps, not
http.

The Sun Java Web Console login page is displayed.

4. At the User Name prompt, type r oot or another valid user name.

) Note-

If you have upgraded the SAM-QFS Manager software from an earlier version, the samadmi n user account is also
available. You may type samadmi n in the User Name field and then type the samadmi n password to gain full access
to all SAM-QFS Manager operations.

5. At the Password prompt, type the password.
6. Click Log In.
7. In the Storage section of the Applications page, select SAM-QFS Manager.



You are now logged in to SAM-QFS Manager.

Configuring SAM-QFS Manager

After SAM-QFS Manager is installed, you can log in to the software using the r oot user name and the password for the management station.

The r oot login grants you full administrator privileges to configure, monitor, control, and reconfigure the devices in your SAM-QFS Manager
environment. Only the SAM-QFS Manager administrator should log in using the r oot login. All other users should log in using another user
name.

By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running
SAM-QFS Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on adding
additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.

How to Create Additional SAM-QFS User Accounts

You can create additional administrator and guest accounts at any time after the initial SAM-QFS Manager configuration. These guest accounts
are local to the management station.

If you remove the SAM-QFS Manager software, the removal scripts do not remove any additional accounts that you create manually. You must
use one or both of the following procedures to administer any accounts you add manually.

Steps

1. Outside of the browser interface, log in to the SAM-QFS management station as r oot .
2. Use the user add and passwd commands to add each user.
For example, to add a user with account name bobsmi t h, type the following:

# [usr/sbin/useradd bobsmith
# [usr/bin/passwd bobsmth

Each user account that you add in this way has read-only viewing privileges for SAM-QFS Manager functions. To add additional
privileges see How to Assign Privilege Levels to SAM-QFS Users.

How to Assign Privilege Levels to SAM-QFS Users

You can assign users full or partial access to SAM-QFS Manager functions.

1. Log in to the SAM-QFS management station as root.
2. To specify full or partial configuration privileges for a user, add the following line to the / et ¢/ user _at t r file.
account-name: : : : aut hs=privilege-level
® account-name is the name of the user's account.
® privilege-level is the level of authorization to assign to the user.
The following table lists the five levels of privileges you can assign to SAM-QFS Manager users.

Administrative Privilege Level Description
com sun. net st orage. fsngr.config User has unlimited access.
com sun. net st or age. f sngr. oper at or. nedi a User can add or remove libraries, add or remove

stand-alone drives, reserve volume serial names (VSNs),
import VSNs, load and unload VSNs, export VSNs, and so
on.

com sun. net st or age. f sngr. oper at or. sam control | User can start, stop, or idle archiving operations.
com sun. net st orage. fsngr. operator.file User can start or stop staging, and can restore a file system.
com sun. net st orage. fsngr. operator.fil esystem | User can mount or unmount a file system, edit mount

options, and perform file system checks (f sck).

Example — Assigning Full Privileges to a User



To assign full privileges (privilege level com sun. net st or age. f sngr . confi g) for user account bobsmi t h, add the following line to the
/etc/user_attr file:

To assign bobsmi t h privileges only for staging and restoring file systems (privilege level com sun. net st orage. fsngr. operator.file)
and exporting, importing, and assigning VSNs (privilege level com sun. net st or age. oper at or . medi a), add the following line to the
/etc/user_attr file:

bobsnith::::auths=com sun. netstorage. fsngr.operator.file, com sun.netstorage.fsngr.operator.nedia

How to Create a SAM-QFS Manager Account for Multiple Users

You can create a generic SAM-QFS Manager account that can be used by multiple users, and then add a role with privileges that only some of
those users can access.

1. Use the user add and passwd commands to add the account.
For example, to add a user account called guest for multiple users, type the following:

# [usr/sbin/useradd guest
. # [usr/bin/passwd guest H

2. Use the r ol eadd and passwd commands to add the role.
To create a role called adni n with special privileges within the guest account, type the following:

# [usr/sbin/rol eadd adnin
i # [usr/bin/passwd adnin i

3. Specify the privilege levels in the / et c/ user _at t r file.
To assign the admi n role privileges to restore and stage file systems, add the following lines to the / et ¢/ user _attr file:

¢ admin::::auths=com sun. netstorage. fsngr.operator.file :
i guest::::type=normal;roles=admn i

In this example, when a user logs in as guest , SAM-QFS Manager prompts the user to select either No Role or Admin. If users know
the Admin role password, they can select Admin, provide the Admin password, and have privileges to restore and stage file systems. All
other users must select No Role and have read-only privileges.

Because multiple users with the same privilege level can be logged in to the software concurrently, one user's changes could potentially
overwrite another user's previous changes. To prevent this situation, develop policies about who can make changes and how to notify
others.

How to Add an Additional Server for SAM-QFS Manager Access

SAM-QFS Manager is set up by default to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access.

1. Outside of the browser interface, use the t el net utility to connect to the server you want to add.
Login asroot.
2. Use the f smadm(1M) add command to add the SAM-QFS management station to the list of hosts that can remotely administer this
server.
Only hosts that are added to the list through this command can remotely administer the server.
For example:



3. To ensure that the SAM-QFS management station is successfully added, use the f smadm(1M) | i st command and verify that your
SAM-QFS management station is listed in the output.

4. Log in to the SAM-QFS Manager browser interface as an administrator user.

5. On the Servers page, click Add.
The Add Server window is displayed.

6. In the Server Name or IP Address field, type the name or the IP address of the new server.
7. Click OK.

How to Set the SAM-QFS Manager Session Timeout

The Java Web Console framework has a default session timeout of 15 minutes. The SAM-QFS Manager installation program changes the session
timeout to 60 minutes. You can change the session timeout to a different value, but to preserve security you should not set it to a value greater
than 60 minutes.

1. To change the session timeout value, enter the following command on the SAM-QFS management station:

...................................................................................................................................................................

Example — Changing the Session Timeout Value

To change the timeout value to 45 minutes, you would type:

Uninstalling SAM-QFS Manager

Uninstalling the SAM-QFS Manager Software

For instructions on uninstalling the Sun QFS or SAM-QFS packages, see Removing the Existing Software.

How to Uninstall the SAM-QFS Manager Software
1. Log in to the server on which SAM-QFS Manager software is installed.

This is the host on which you ran the f snmgr _set up script at installation time.
2. Become superuser.

3. Issue the following command to remove the SAM-QFS Manager software and all the applications that were installed with it:

...................................................................................................................................................................

This script prompts you to confirm removal of the Tomcat Web Server, JRE packages, and information pertaining to administrator and
user accounts.

Upgrading Hardware
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Configuring EFI Labels for Shared x64 and SPARC Volumes

Preparing for a Hardware Device Upgrade

This section prepares you for hardware upgrades to devices within your environment.

General Prerequisites

Before starting the upgrade process, be sure to do the following:

Determine whether the hardware addition or change requires a software upgrade from Sun Microsystems.

Examples of changes that require a software upgrade include changes to the class of your server or significant increases in storage
capacity. Examples of changes that do not require a software upgrade include

additions to memory and increases in disk cache.

If you are switching from a SPARC to an AMD server platform (or from AMD to SPARC), you must take precautions to prevent loss of
data. See Switching Between SPARC and AMD Platforms for details.

Read the hardware manufacturer's installation instructions carefully. Also read the information on adding hardware in your Solaris OS
system administrator documentation.

Check the Equipment Ordinal values in your old and new ntf files. For information about the ntf file, see the ncf (4) man page.

Decide whether the backup copies you have on hand are sufficient. For information about backing up your data and metadata, see the
procedures described in Setting Up Dump Files.
® |n a Sun QFS environment, the gfsdump(1M) command dumps all data and metadata. For more information about this process,
see the gfsdump(1M) man page.
® |n SAM-QFS environments, the samfsdump(1M) command dumps all metadata. You must ensure that all files that need to be
archived have an archive copy. Use the archive_audit(1) command on each SAM-QFS file system to see which files do not have
an archive copy. In the following example, / samis the mount point.

# archive_audit /sam

Ensure that the system is quiet, with no users logged in.

In SAM-QFS environments, ensure that the archiver is in wait mode. The archiver must be in wait mode, and not running, during an
upgrade.
You can idle the archiver in one of the following ways:
® Insert a wait directive into the / et c/ opt / SUNWsanf s/ ar chi ver . cnd file. For more information about the wait directive
and the ar chi ver . cnd file, see the ar chi ver . cnd(4) man page.
® Use the sanmu(1M) operator utility.
® |ssue the following command:

# sanmcnd aridle

For more information, see the sancnd(1M) man page.

Switching Between SPARC and AMD Platforms

The following are some important considerations if you are combining or changing between SPARC and x86 hardware platforms:

Sun QFS software is supported only for the Solaris 10 OS on x64 platforms (AMD64 architecture), not for the EM64T architecture. With
the exception of the Sun QFS shared Linux client and the Solaris 10 x86 shared client, it is also not supported for any 32-bit x86
architectures.

All functions supported by Sun QFS software on the SPARC platform are also supported on the x64 platform except for the following:
® The ADIC/Grau, Fujitsu LMF, IBM 3494, and Sony network attached libraries are not supported on x64 platforms. Sun

StorageTek ACSLS-attached automated libraries are supported on x64 platforms.
Optical (MO and UDO) storage libraries and drives are not supported on x64 platforms.
SANergy software is not supported on x64 platforms.
SCSl-attached tape drives are not supported on x64 platforms because of a lack of support in the SCSI HBA 64-bit drivers for
large block sizes. Both SCSl-attached libraries and fibre-attached libraries are supported with fibre-attached tape drives.

EFI labels are required on all disks if your Sun QFS shared file system configuration contains both the Solaris 10 OS on x64 platforms



and the Solaris 10 OS on SPARC platforms. See Configuring EFI Labels for Shared x64 and SPARC Volumes for information on relabeling
disks.

® Exercise caution when accessing the same SAN-attached storage from a Solaris environment on both SPARC and x64 platforms. The
Solaris OS on x64 platforms cannot interpret the SMI VTOC8 disk label created by the Solaris OS on SPARC platforms, and the Solaris
OS on SPARC platforms cannot interpret the SMI VTOC16 disk label created by the Solaris OS on x64. This can make it appear as
though a disk is unlabeled, when in fact it is labeled and in use by a platform of a different architecture type. For example, a disk that is
labeled with SMI VTOC8 may have mounted partitions in use by Solaris on a SPARC platform, but will appear as unlabeled when viewed
with the f or mat (1M) partition command by Solaris on an x64 platform. If you make the mistake of running f di sk(1M) as prompted
by the f or mat (1M) command, you will destroy the contents of that disk.

® You cannot change the architecture type of the server responsible for control of the file system metadata operations (that is, the server
that was used to create the file system with the samkf s(1M) command).

® For a Sun QFS stand-alone file system, this means that you cannot mount the file system on a server that has a different
architecture type from the one that created it.

® For a Sun QFS shared file system, this means that you cannot change the architecture type of the metadata server or any
potential metadata servers. This is because the different architectures use different byte-ordering schemes (endianness).
However, you can migrate data from one architecture type to the other by copying the file system to temporary storage using
either gf sdunp(1M) or sanf sdunp(1M), re-creating the file system using samkf s(1M), and then repopulating the file
system with gf sr est or e(1M) or sanf sr est or e(1M).

® The Sun StorageTek Traffic Manager I/0 multipathing feature (MPxIO) is disabled by default for the Solaris 10 OS on the SPARC
platform and enabled by default for the Solaris 10 OS on x64. This feature should be configured the same way for all systems in your
Sun QFS shared file system configuration. It is configured in / ker nel / dr v/ f p. conf for the Solaris 10 OS.

® |n a Sun QFS shared file system environment, a configuration error will be generated if you have potential metadata servers of different
architecture types (SPARC and x64) defined in the / et ¢/ opt / SUN\Wsant s/ host s. f s file.

Configuring EFI Labels for Shared x64 and SPARC Volumes

', Caution -
Relabeling a disk will destroy the contents of that disk.

Use the Solaris prtvtoc(1M) command to determine whether a disk contains SMI or EFI labels. Under the Dimensions section of the output, SMI
labels list the number of accessible cylinders, whereas EFI labels list the number of accessible sectors.

To convert disk labels from the default SMI VTOCS to EFI, copy the file system to temporary storage using gfsdump(1M) or samfsdump(1M),
relabel the disks with EFI labels using the format -e command, re-create the file system using sammkfs(1M), and repopulate the file system with
gfsrestore(1M) or samfsrestore(1M).

When using the Solaris format -e command to create EFI labels, you can select the partition command from the menu to create and modify
partitions (slices). When doing this, you must specify a tag id name of usr, rather than stand or unassigned, for EFI labels.

Note that EFI labels reserve the first 34 sectors, which misaligns Sun RAID-5 storage from a performance perspective. Unless you realign the
storage, you will incur a RAID-5 read/modify/write performance penalty whenever writing. You can avoid this performance penalty by selecting
the proper starting sector for all disk partitions for your particular storage configuration. For example, an 8+P Sun StorageTek T3 array with a
64K block size should have starting sectors that are multiples of 1024 for all disk slices ((8 * 64 * 1024) / 512 = 1024). Similarly, a
5+P Sun StorageTek 3510 FC array with a 128K block size should have starting sectors that are multiples of 1280 for all disk slices ((5 * 128
* 1024) | 512 = 1280).
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Upgrading to SAM-QFS 5.1

This section describes the procedures for upgrading a server to the 5.1 release of the Sun Storage Archive Manager or Sun QFS software. Use
these procedures if you are upgrading your storage archive management functionality or Sun QFS file system.

) Note-

® You must perform all the tasks in this section as superuser.
® |f you are upgrading from SAM-QFS 5.0 in a shared environment, you can perform a rolling upgrade. For more
information, see Support for Rolling Upgrades in a Shared Environment.

Upgrade Overview Task Map

Depending on the the features that you need to support, you must complete several of the following procedures.

Step = Task

1

2

10

Review the upgrade considerations.

Run the sanf sconfi g(1m) command.

Back up your existing file systems.

Stop any archiving operations.
Unshare any shared file systems.
Unmount the file systems.

(Optional) Perform necessary tasks to
upgrade hardware devices.

Remove existing software.

Add the new packages.

(Optional) Upgrade SAM-QFS Manager.

Description
Follow the established best practices.
Generate a current configuration report before you make changes.

For existing QFS configurations, back up existing file system data and metadata. For existing
archiving configurations, back up only the metadata.

If you use the archiving features, stop all archiving before you continue with the upgrade.
If you have shared file systems, you must also unshare them.
Unmount all file systems.

This task is needed only if you need to upgrade hardware as well as Sun Storage Archive
Manager or Sun QFS software. See Upgrading Hardware.

Use the pkgr m(1m) utility to remove the old software packages.
Similar to an initial install, use the pkgadd(1m) utility to add the packages.

If you used File System Manager, install the new SAM-QFS Manager package.


http://wikis.sun.com/display/SAMQFSDocs51/New+Features#NewFeatures-SupportforRollingUpgradesinaSharedEnvironment

1 Restore the file systems. Restore, reinitialize, verify, and remount the file systems.

Preparing for an Upgrade

Follow the instructions in this section to prepare for your upgrade.

Upgrade Considerations

When you decide to upgrade the host system being used for the file system, consider the following:

® Move to the new host while the existing host is still in operation. This practice enables you to install, configure, and test the new
hardware platform with your applications.

® Moving to a new host system is equivalent to installing the Sun QFS software for the first time. In SAM-QFS archiving environments, you
need to reinstall the software and update the configuration files. These files include the ntf file, the / ker nel / drv/ st. conf file,
and the / et c/ opt / SUN\Wsanf s/ i nqui ry. conf file. In addition, you need to copy your existing ar chi ver . cnd and
def aul t s. conf files to the new system, configure system logging, and so on.

® Before powering down the old host system, decide whether the backup copies you have on hand are sufficient. You might want to
capture new dump files to re-create the file system on the new server. For more information about creating a dump file, see Setting Up
Dump Files.

® |f you need to upgrade the Solaris OS to support the latest products, see Upgrading the Solaris OS.

Preserving Information for an Upgrade

If you are about to add or change disks, controllers, or other equipment in your environment, it can be difficult to correct or regenerate all the
file system descriptions in the ntf file. The sanf sconfi g (IM) command can help you by generating information about your file system and
file system components after you make these changes.

The sanf sconf i g(1M) command examines the devices you specify, determines whether any of them have Sun QFS superblocks on them, and
writes this information to stdout. It uses information from the discovered superblocks and aggregates the devices into a format similar to an
ncf file. You can save this format and edit it to re-create a damaged, missing, or incorrect ntf file.

The command can retrieve the Family Set number of the base device (the file system itself), the file system type (ma or ns), and whether the file
system is a shared file system.

Irregularities are flagged with one of the following:

® A pound sign (#). This indicates incomplete family set information.
® A greater-than sign (>). This indicates that more than one device name refers to a particular file system element.

The following examples show output from the sanf sconf i g(1M) command.

Example 1

In this example, the system administrator has put a list of device names into a file. These device names were for devices that were not accounted
for in the environment and that the system administrator therefore wanted to examine for family sets. The results displayed in the following
code example show some old fragments of family sets and several complete instances.

Code Example 1 - Output From the sanf sconfi g (1M) Command

m# sanfsconfig -v *"cat /tnp/dev_files'*

Devi ce "/dev/dsk/c5t10d0s0' has a SAM FS super bl ock.

Coul dn't open '/dev/dsk/c5t10d0s1': /O error

Devi ce '/dev/dsk/c5t10d0s3' has a SAM FS super bl ock.

Devi ce '/dev/dsk/c5t10d0s4' doesn't have a SAM FS superbl ock (SBLK).
Devi ce '/dev/dsk/c5t10d0s5' doesn't have a SAM FS superbl ock (SBLK).
Devi ce '/dev/dsk/c5t10d0s6' doesn't have a SAM FS superbl ock (SBLK).
Devi ce '/dev/dsk/c5t10d0s7' doesn't have a SAM FS superbl ock (SBLK).
Devi ce '/dev/dsk/c5t11d0s0' has a SAM FS super bl ock.

Coul dn't open '/dev/dsk/c5t11d0sl': I/O error

Devi ce '/dev/dsk/c5t11d0s3" has a SAM FS super bl ock.

Devi ce '/dev/dsk/c5t11d0s4' doesn't have a SAM FS superbl ock (SBLK).
Devi ce '/dev/dsk/c5t11d0s5' doesn't have a SAM FS superbl ock (SBLK).



Devi ce '/dev/dsk/c5t11d0s6
Devi ce '/dev/dsk/c5t11d0s7"
Devi ce '/dev/dsk/ c5t12d0s0'
Coul dn't open '/dev/dsk/c5t
Devi ce '/dev/dsk/c5t12d0s3'
Devi ce '/dev/dsk/ c5t 12d0s4'
Devi ce '/dev/dsk/ c5t 12d0s5'
Devi ce '/dev/dsk/ c5t 12d0s6'
Devi ce '/dev/dsk/c5t12d0s7"
Devi ce '/dev/dsk/c5t13d0s0
Coul dn't open '/dev/dsk/c5t
Devi ce '/dev/dsk/c5t13d0s3'
Devi ce '/dev/dsk/ c5t 13d0s4'
Devi ce '/dev/dsk/ c5t 13d0s5'
Devi ce '/dev/dsk/ c5t 13d0s6'
Devi ce '/dev/dsk/ c5t13d0s7"
Devi ce '/dev/ dsk/ c5t 8d0s0'
Devi ce '/dev/dsk/ c5t 8d0s1'
Devi ce '/dev/ dsk/ c5t 8d0s3'
Devi ce '/dev/dsk/c5t8d0s4
Devi ce '/dev/dsk/c5t8d0s5
Devi ce '/dev/dsk/c5t8d0s6'
Devi ce '/dev/dsk/ c5t8d0s7"
Devi ce '/dev/dsk/ c5t 9d0s0'
Coul dn't open '/dev/dsk/c5t
Devi ce '/dev/dsk/ c5t 9d0s3'
Devi ce '/dev/ dsk/ c5t 9d0s4'
Devi ce '/dev/ dsk/ c5t 9d0s5'
Devi ce '/dev/ dsk/ c5t 9d0s6'
Devi ce '/dev/dsk/ c5t9d0s7"
13 SAM FS devi ces found.

M ssing slices
O dinal 0
/ dev/ dsk/ c5t 8d0s1 10 nm q

Family Set 'qfsl' Created

HoH H H HH K HH

gfs1 200 na gfsl - shared

/ dev/ dsk/ c5t 8d0s3 201 mm
/ dev/ dsk/ c5t9d0s3 202 nr q
/ dev/ dsk/ c5t 10d0s3 203 nr
/ dev/ dsk/c5t 11d0s3 204 nr

/ dev/ dsk/ c5t 12d0s3 205 nr

/ dev/ dsk/ c5t 13d0s3 206 nr
#

# Fanmily Set “sqfsl' Create
#

sqfsl 100 ma sqfsl - shared

/ dev/ dsk/ c5t 8d0s0 101 mm
/ dev/ dsk/c5t9d0s0 102 nr s
/ dev/ dsk/ c5t 10d0s0 103 g0
/ dev/ dsk/c5t11d0s0 104 g0
/ dev/ dsk/c5t12d0s0 105 g1
/ dev/ dsk/ c5t13d0s0 106 g1

doesn't have
doesn't have
has a SAM FS

a SAM FS super bl ock
a SAM FS super bl ock
super bl ock.

12d0s1': /O error

has a SAM FS
doesn't have
doesn't have
doesn't have
doesn't have
has a SAM FS

super bl ock.
a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock
super bl ock.

13d0sl1': I/ O error

has a SAM FS
doesn't have
doesn't have
doesn't have
doesn't have

super bl ock.

a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock

has a SAM FS super bl ock.
has a SAM FS super bl ock.
has a SAM FS super bl ock.
doesn't have a SAM FS super bl ock
doesn't have a SAM FS super bl ock
doesn't have a SAM FS super bl ock
doesn't have a SAM FS super bl ock

has a SAM FS
9d0sl': I/O e
has a SAM FS
doesn't have
doesn't have
doesn't have
doesn't have

fsl -

Wed Jul 11 0

gf sl -
fsl -
gfsl -
gfsl -
gfsl1 -
gfsl1 -

d Wed Nov 7

sqfsl -
gqfsl -

sgfsl -
sgfsl -
sgfsl -
sgfsl -

super bl ock.

rror

super bl ock.

a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock
a SAM FS super bl ock

Famly Set 'qfsl' Created Mon Jun 25 10: 37:52 2004

8:47:38 2004

16: 55:19 2004

( SBLK) .
( SBLK) .

(SBLK) .
(SBLK) .
( SBLK) .
( SBLK) .

( SBLK) .
( SBLK) .
( SBLK) .
( SBLK) .

(SBLK) .
( SBLK) .
( SBLK) .
( SBLK) .

(SBLK) .
(SBLK) .
(SBLK) .
( SBLK) .



Example 2

In the output shown in the following code example, the devices flagged with a greater-than sign (>) are duplicated. The s0 slice starts at the
start of disk, as does the whole disk (s2) slice. This is the style of output obtained in a Solaris 9 OS.

Code Example 2 - Output from the sanf sconfi g Command

# sanfsconfig /dev/dsk/c3t*

#

# Family Set 'shsaml' Created Wed Oct 17 14:57:29 2001
#

/ dev/ dsk/ c3t 50020F23000055A8d0s 2 161
/ dev/ dsk/ c3t 50020F23000055A8d0s0 161
/ dev/ dsk/ c3t 50020F23000055A8d0s 1 162
/ dev/ dsk/ c3t 50020F23000078F1d0s0 163
/ dev/ dsk/ c3t 50020F23000078F1d0s2 163
/ dev/ dsk/ c3t 50020F23000078F1d0s 1 164

V V.V V VYV
233333
%]
=
[%]
QD
e

shsaml 160 ma shsaml shared

Backing Up Existing File Systems

You should back up your existing file systems before you upgrade the software. It is especially important to back up your existing file systems if
the following conditions exist:

® You are currently using a version 1 superblock with a Sun StorageTek QFS 4U0 system and you want to reinitialize your file systems with
a version 2A superblock. In To Reinitialize and Restore the File System, you reinitialize the file systems and restore your data.

® You suspect that your current gf sdunp(1M) file is incorrect or outdated.
The following subsections explain the differences between the superblock versions and present the procedure for backing up your file systems:

® Using the Version 1 and Version 2 Superblocks
® How to Back Up a File System

Example - Using samfsinfo(1M) to Retrieve File System Information

The following example shows the sanf si nf 0(1M) command you use to retrieve information about the gf s2 file system. The second line of
output indicates that this file system is using a version 2 superblock.

# sanfsinfo gfs2

sanfsinfo: filesystemqfs2 is mounted.

nane: qfs2 ver si on: 2 shar ed

tine: Sun Sep 28 08:20:11 2003

count : 3

capacity: 05aa8000 DAU: 64
space: 0405ba00

nmeta capacity: 00b4bd20 met a DAU: 16
nmeta space: 00b054c0

ord eq capacity space devi ce

0 21 00b4bd20  00b054c0  /dev/ nd/ dsk/ dO
1 22 02d54000 01f43d80 /dev/dsk/c9t 50020F2300010D6Cd0s6
2 23 02d54000 02117c80 /dev/dsk/c9t 50020F2300010570d0s6

Using the Version 1, Version 2, and Version 2A Superblocks

By default, Sun QFS and SAM-QFS 5.0 create new file systems that have a version 2A superblock. This enables the following features:

® large host table (larger than 16k bytes)



® Online grow using sanmadm eq- add or sanu add command

A version 2A file system is not compatible with earlier product versions. For example, you cannot mount a version 2A file system on SAM-QFS
4.6. If you need to create a file system that you can mount on earlier releases of the product, use the sanmkf s - P command.

) Note-

If you use the sammkf s - P command to create a file system, that file system will not support either a large host table or
online grow.

To support a large host table or online grow on an existing version 2 file system, use the sanf sck -u 2A file-system command to upgrade
the file system to version 2A.

', Caution -
Adding features to the file system is not backwards compatible to any version of SAM-QFS previous to 5.0, and is not
reversible.

How to Back Up a File System (QFS Configurations)

Follow these steps for each file system in your environment.

) Note-

If you are upgrading from an existing archiving environment, you only have to back up the file system metadata. See How to
Back Up a File System (SAM-QFS Configurations).

Steps

1. Become superuser from a console connection.
If you have not already logged in as root, do so now.
2. Use the boot (1M) command to boot the system in single-user mode:

3. Use the mount (1M) command to mount the file system.
For example:

...................................................................................................................................................................

4. Use the qf sdunmp(1M) command to back up the file data and metadata of the file system.
The gf sdunp(1M) command dumps file names, inode information, and file data. The destination of the qf sdunp(1M) output
(generally a file) must be at least as large as the file system that you are backing up. The destination location (disk or tape) must have
enough space to hold the amount of file data and metadata that you are dumping. For more information about using the gf sdunp
(TM) command, see Setting Up Dump Files or see the qf sdunp(1M) man page.
Dump each file system to a location outside of the existing file system. For more information, see the qf sdunp(1M) man page.
For example, if you have a file system named qf s1 (mounted at / qf s1) that you want to back up, your choices are as follows:
® You can write the gf sdunp(1M) output to a tape device.
The following example shows how to write to a tape in device / dev/ rnt/ 1cbn.

# cd /qfsl
# gf sdump -f /dev/rnt/1cbn

® You can write the gf sdunp(1M) output to a file in a UNIX file system (UFS).
The following example shows how to write to a file in a UFS.



# cd /qfsl
# gf sdump -f /save/gf s/ qf sl. bak

® You can initialize a new Sun QFS file system, and perform the gf sr est or e(1M) command directly in that new file system.
This alternative is applicable only if you have already installed the Sun QFS 5.0 software somewhere in your environment.
For example, assume that you want to write the dump file into a second file system called qf s2 (mounted at / qf s2) and that
you initialized the gf s2 file system using the 5.0 software. The following example shows how to accomplish this using
commands.

# mount /gfs2
# cd /qfsl
# qf sdunp -f - | (cd /qgfs2; gfsrestore -f -)

........................................................................................................................................................

For more information about backing up your file systems, see Setting Up Dump Files.

How to Back Up a File System (SAM-QFS Configurations)

Follow these steps for each file system in your environment.

) Note-

If you are upgrading from an existing QFS environment, you need to back up the file system data and metadata. See How to
Back Up a File System (QFS Configurations).

Steps

1. Become superuser from a console connection.
If you have not already logged in as root, do so now.

2. Make sure that all files are archived.
The following example assumes that samil is the mount point of the file system. You can complete this step by entering a command
similar to the following:

# sfind /saml ! -type d ! -archived > /tnp/notarchived.list

The preceding command finds all files that are not archived and sends the output to a file. Depending on the size of your file system,
this command can take a long time to complete.

3. Examine this command's output, and do one of the following:
® |f you want any of these unarchived files to appear in the dump file, archive them now.
® Use the - u option to the sanf sdunp(1M) command to dump unarchived data if you suspect that some files have not yet
been archived. The - u option can create very large dump files, however, so consider space limitations when using this option.
4. Use the sanf sdunp(1M) command to back up each file system's metadata. See About Recovery Points.
Dump each file system's metadata to a location outside the existing file system.
The following example assumes that you have a file system mounted at / sani that you want to back up to sanf s1. dunp, which
exists outside of the current file systems.

Example — Using samfsdump (1M)

..............................................................................................................................................................................

# cd /sanl
# sanfsdunp -f /csd_dunp_dir/sanfsl. dunp

The sanf sdunp(1M) command dumps file names and inode information, not data. For more information, see the sanf sdunp(1M) man page.

You must back up the metadata information for each file system, so repeat the preceding steps for each file system in your SAM-QFS archiving
environment.

For more information about backing up your file systems, see SAM-QFS Troubleshooting.



Stopping Archiving Operations

In existing SAM-QFS environments, you must stop all archiving operations before you unmount the file systems.

'ﬁ" How to Stop Archiving Operations From SAM-QFS Manager

You can idle or stop archiving activity from the SAM-QFS Manager software.

1. From the Servers page, click the name of the server for which you want to control archiving activity.
The File Systems Summary page is displayed.
2. Click the Archive Administration node in the navigation tree and click the Archive Activity sub-node.
The Activity Management page is displayed.
3. In the Archiving section of the page, select the radio button next to the option that you want to control, and click Submit Job:
® |dle - Stops archiving after it reaches a logical point in the process
® Stop - Immediately stops the archiving process
4. To view the progress of the archiving activity, click the Jobs sub-node under the System Administration node in the navigation tree and
look for the job that you submitted.
For complete information about controlling archiving activity from SAM-QFS Manager, see the SAM-QFS Manager online help.

How to Stop Archiving Operations From the Command Line

1. Use the samcmd(1M) idle command to idle each removable media drive configured in your mcf file.
This step enables the archiver, stager, and other processes to complete current operations. Use this command in the following format:

...................................................................................................................................................................

For eq, specify the equipment number of the device as defined in your ncf file.
You can also idle the drives by using the samu(1M) operator utility. For more information about the samecmd(1M) command, see the
samcmd(1M) man page.

2. If you are upgrading from a Sun StorageTek SAM 4UQ system, use the sancnd(1M) ar i dl e command to idle the archiver:

3. Use the samd(1M) st op command to stop all operations.
For example:

Unsharing File Systems

If your file systems are NFS shared file systems, use the unshar e(1M) command on the file system.

For example, the following command unshares the gf s1 file system:

Unmounting File Systems

You can unmount a file system using any of the following methods described in this section. After the file system is unmounted, you can
proceed to Removing Existing Sun QFS Software.

) Note-

To unmount a shared file system, follow the instructions in the How to Unmount a Shared File System.



'ﬁ" How to Unmount a File System Using SAM-QFS Manager

1. From the Servers menu, select the name of the server on which the file system is located.

The File System Summary page is displayed.
2. Select the radio button next to the file system that you want to unmount.
3. From the Operations menu, choose Unmount.

How to Unmount Using CLI Commands

® Use the unount (1M) command to unmount each Sun QFS file system.
® |f necessary, use the - f option to the umount(1M) command to force the file system to unmount.
® |f unount (1M) is not successful, it might be because files in the file system are being used or because you have used the cd
command to change to a directory that is within the file system. In this case, follow these steps:
1. Use the f user (1IM) command to determine whether any processes are still busy.
For example, the following command queries the gf s1 file system:

........................................................................................................................................................

2. If any processes are still busy, use the ki | | (1M) command to terminate them.
3. Use the umbunt (1M) command to unmount each Sun QFS file system.

How to Unmount by Editing the /etc/vfstab File and Rebooting

1. Edit the / et c/ vf st ab file.
For all file systems, change the Mount at Boot field from yes or delay to no.
2. Reboot the system.

Removing Existing Software

Use the pkgr m(1M) command to remove the existing software. You must remove any existing Sun Storage Archive Manager or Sun QFS
packages before installing new packages.

If you are using any optional packages, make sure that you remove these packages before removing the main packages. The installation script
prompts you to confirm several of the removal steps.

) Note-

The samnu utility must be closed before you remove the software.

How to Remove Existing Software

1. Use the pkgi nf 0(1) command to determine which software packages are installed on your system.
For example:

# pkginfo | grep qgfs
# pkginfo | grep sam

2. Use the pkgr m(1M) command to remove the existing packages.
The following example command removes the SUNWqfsu and the SUNWqfsr packages from a 4U1 release:

...................................................................................................................................................................

) Note-

The SUNW(qfsr package must be the last package removed. The 4U1 release does not include any localized software
packages.



The following example command removes the SUNWcqfs, the SUNWfqfs, and the SUNWjqfs localized packages from a 4UQ release:

...................................................................................................................................................................

) Note-

The SUNW(fs package must be the last package removed.

Adding the Upgrade Packages

The software packages use the Sun Solaris packaging utilities for adding and deleting software. The pkgadd(1M) command prompts you to
confirm various actions necessary to upgrade the packages.

During the installation, the system detects the presence of conflicting files and prompts you to indicate whether you want to continue with the
installation. You can go to another window and copy the files that you want to save to an alternate location.

How to Add the Packages

1. Use the cd(1) command to change to the directory where the software package release files reside.
This is one of the following, depending on your release media:
® |f you downloaded the release files as described in Obtaining the Release Files, change to the directory to which you

downloaded the files.
® |f you obtained the release files from a CD-ROM, change to the directory on the CD-ROM that corresponds to your OS version.

2. Use the pkgadd(1M) command to upgrade the packages.
For example:

# pkgadd -d . SUNWgfsr SUNWf su

3. Enter yes ory in response to each of the questions.
During the installation, the system detects the presence of conflicting files and prompts you to indicate whether or not you want to
continue with the installation. You can go to another window and copy any files you want to save to an alternate location.

Upgrading SAM-QFS Manager

To upgrade SAM-QFS Manager, just install the new SAM-QFS Manager package. The installation process informs you if a previous version of the
product exists and takes the appropriate steps to upgrade it. For information, see Installing SAM-QFS Manager.

Restoring the File System

The instructions in this section cover the tasks involved in restoring the file system after an upgrade.

How to Verify the mcf File

1. Type the sam f sd(1M) command.
2. Examine the output for errors, as follows:
® |f the ntf file is free of syntax errors, the sam f sd(1M) output is similar to that shown in the following example. The output
contains information about the file systems and other system information.
sam f sd (1M) Output Showing No Errors



# sam fsd
Trace file controls:
sam anl d of f
sam ar chi verd of f
sam cat serverd of f
sam f sd of f
samrftd of f
samrecycler off
sam sharefsd off
sam st agerd of f
sam serverd of f
samclientd of f
sam ngmnt of f

® |f the ncf file contains syntax or other errors, the errors are shown in the output.
If your mcf file has errors, see Setting Up the Environment Configuration and the ntf (4) man page for
information about how to create this file correctly.

) Note-

If you change the ncf file after the Sun QFS file system is in use, you must convey the new ncf
specifications to the Sun QFS software. For information about propagating ntf file changes to the system,
see the Sun QFS File System Configuration and Administration Guide.

How to Modify the /etc/vfstab File

Perform this task if you modified the / et c/ vf st ab file in Unmounting File Systems.

1. Edit the / et c/ vf st ab file again.
2. Change the Mount at Boot field for all Sun QFS file systems from no to yes or delay.

How to Reinitialize and Restore the File System

In this task, you reinitialize the file systems and restore the saved data in the new file systems. This task completes the process initiated in
Backing Up Existing File Systems. To accomplish this, use the sanmkf s(1M) and gf sr est or e(1M) commands on each file system.

g Caution -

The Sun QFS 4U2 and later software does not enable you to initialize a file system with a version 1 superblock. The Sun QFS
4U2 file system allows file systems to be initialized only with the version 2 superblock. If you are upgrading from 4U0 using a
version 1 superblock, be aware that issuing a 4U2 or later sammkfs(1M) command at this point reinitializes your file system
with a version 2 superblock.

1. Issue the sanf si nf 0(1M) command and examine the output.
The output tells you the DAU size that was specified with the samkf s(1M) command when the file system was created. You will use
this DAU size again in the next step.

2. Use the samkf s(1M) command to initialize a new Sun QFS file system.
The following example command reinitializes a file system named gf s1 with a DAU size of 512 kilobytes:

...................................................................................................................................................................

For more information about the options to the sammkf s(1M) command, see the sammkf s(1M) man page.

3. Use the gf srest or e(1M) command to restore the dumped data in the new file system.
For example, suppose you had a file system named qf s1 (mounted at / gf s1) that you wanted to restore from files dumped to
gf s1. bak, which existed outside of the Sun QFS file system. In this case, you would issue the following commands:



# cd /qfsl
# qf srestore -f /save/qfs/gfsl. bak

How to Check the File System

Perform this task if you did not reinitialize and restore the file system as just described.

® Use the sanf sck(1M) command to check each existing file system for inconsistencies.
For more information, see the sanf sck(1M) man page.

Mounting the File System

You can mount the file system using SAM-QFS Manager or the CLI.

) Note-

For any file systems that are configured for archiving, archiving operations restart when the file system is mounted.

'ﬁ" How to Mount the File System Using SAM-QFS Manager

1. From the Servers menu, select the name of the server on which the file system is located.
The File System Summary page is displayed.

2. Select the radio button next to the file system that you want to mount.

3. From the Operations menu, choose Mount.

How to Mount the File System Using the CLI

® |ssue the mount (1M) command.
In the following example, gfs1 is the name of the file system to be mounted:

Recompiling API-Dependent Applications

File headers, the calling sequence, and other elements of the Sun QFS application programming interface (API) can change from release to
release. If you are running applications that use the API, you should recompile them all at this time.

1. Caution -

]

Failure to recompile API-dependent applications at this point can cause your applications to generate unexpected results.

Related Topics

® Upgrading Hardware
® Upgrading the Solaris OS

Next Steps

Upgrading the Solaris OS

Upgrading the Solaris OS



) Note-

You must perform all the tasks in this section as superuser.

Contents

® How to Upgrade the Solaris OS in a Sun QFS Environment
® Related Topics
® Next Steps

The following section describes how to upgrade the Solaris OS when running the Sun QFS software.

How to Upgrade the Solaris OS in a Sun QFS Environment

Many of the steps involved in upgrading your Solaris OS level are identical to the steps involved in upgrading your Sun QFS environment. Some
of the steps in this procedure reference procedures in the previous sections.

) Note-

The SAM-QFS 5.0 software requires at least Solaris 10 Update 6 of the OS software.

1. Obtain the Sun QFS and Solaris OS software upgrades.
Sun QFS software supports various levels of the Solaris OS. Do not reinstall your old Sun QFS software on your newly upgraded Solaris
OS unless you are sure they are compatible.
Contact your application service provider or Sun Microsystems to obtain new copies of the software.

2. Back up all site-customized system files and configuration files.
These files include ntf, def aul t s. conf, sanf s. cnd, the shared hosts files, and so on. Back up these files for all file systems in your
Sun QFS environment. Also make sure that you have backup copies of files in the / et ¢/ opt / SUNWsanf s directory.

3. Ensure that each affected file system is backed up.
The file systems should be backed up regularly according to your site's policies and as described in Backing Up SAM-QFS Data and Files.
If you are comfortable with the backup files that already exist for your file systems, there is no need to back them up again now.

4. Unmount the file systems.
For instructions, see Unmounting File Systems.

5. Remove the existing Sun QFS software.
You must remove the existing Sun QFS package before installing either the new package or the new operating system level. For
instructions, see Removing Existing Software.

6. Upgrade the Solaris OS.
Install the new Solaris OS revision using the corresponding Sun Solaris upgrade procedures.

7. Add the upgrade packages that you obtained in Step 1.
The Sun QFS software package uses the Solaris OS packaging utilities for adding and deleting software. You must be logged in as
superuser to make changes to software packages. The pkgadd(1M) command prompts you to confirm various actions necessary to
upgrade the Sun QFS package. For instructions, see Adding the Upgrade Packages.

8. (Optional) Update the ntf file.
If device names have changed, you might need to update the ntf file to match the new device names. Verify the new device names,
and then follow the procedure in Restoring the File System.

9. If your / et ¢/ vf st ab file does not have yes in the Mount at Boot field, mount the file systems.
Use the procedure described in Mounting the File System.

Related Topics

® Upgrading QFS and SAM-QFS
® Upgrading Hardware

Next Steps

Complete (Printable) SAM-QFS 5.1 Installation Guide
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Preparing for Installation

This section explains the system requirements for the Sun QFS and SAM-QFS products and the tasks you must complete before you begin to
install and configure your software.

Hardware and Software Requirements

You can install the software either on a Sun server based on UltraSPARC ® technology or on a server based on AMD Opteron x64 technology.

Additional requirements for the server that you want to use as the web server host for the SAM-QFS Manager browser interface tool are
described in SAM-QFS Manager Requirements.

The software package runs on many Sun workstations and servers. Before installation, you should verify the compatibility of the hardware and
the level of the Solaris Operating System (OS).

Operating System Requirements

Before installation, verify the applicability of the hardware and the level of the operating system. To install the software, you also must have
root-level access to your system.

Sun Storage Archive Manager and Sun QFS 5.1 software require the following minimum operating system release:
® Solaris 10, Update 6
In addition, you can use any of the following operating systems as a client in a shared file system:

® Solaris 10 OS for x86 (32-bit)
® Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms



Red Hat Enterprise Linux 4.5 for x64 platforms

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms
SuSE Linux Enterprise Server 10 for x64 platforms

SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms

How to Verify the Environment

Repeat these steps for each host on which you want to install the software.

1. Verify that your system has a CD-ROM drive or that it can access the release package at the Sun Download Center

2. Log in to your system as r oot .
You must have superuser access to install the software.

3. Verify your system's Solaris OS level.
For example, the output from the following command will show the major and minor OS release information as well as the
architecture:

% cat /etc/rel ease

The software relies on properly configured Solaris software at the following minimum release level:

® Solaris 10, Update 6

Installing Solaris OS Patches

Sun Microsystems provides Solaris OS patches to customers with a maintenance contract by means of CD-ROM, anonymous FTP, and the Sun
Microsystems SunSolve™ web site .

To install a patch after you install the Sun QFS or SAM-QFS release packages, load the CD-ROM or transfer the patch software to your system.
Follow the instructions outlined in the Patch Installation Instructions and Special Install Instructions in the README file included in the patch or
jumbo patch cluster.

Software Host Requirements

If you plan to install the software in a multihost environment, such as a SAM-Remote configuration, all host systems must have the same
software release level installed and operational.

Verifying Shared File System Requirements

This section describes the system requirements for a Sun QFS shared file system.

Metadata Server Requirement

You must have at least one Solaris metadata server. If you want to be able to change the metadata server, you must have at least one other
Solaris host that can become the metadata server. These additional host systems are known as potential metadata servers. These servers must all
be running on the same hardware platform, either SPARC or x64. You cannot mix server hardware platforms. In a Sun Cluster environment, all
nodes included in a shared file system are potential metadata servers.

The following are configuration recommendations with regard to metadata storage:

® A shared file system should have multiple metadata (nmm) partitions. This spreads out metadata I/0 and improves file system throughput.
® A shared file system should use a separate, private metadata network so that typical user traffic does not interfere with metadata traffic.
A switch-based (not hub-based) network is recommended.

Operating System and Hardware Requirements

Ensure that your configuration meets the following operating system and hardware requirements:

® The host systems to be configured in the Sun QFS shared file system must be connected by a network.
® All metadata servers and potential metadata servers must have the same processor type.
® The client systems can be installed on the Solaris OS or on one of the following operating systems:

® Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms (Sun QFS shared client only)

® Red Hat Enterprise Linux 4.5 for x64 platforms (Sun QFS shared client only)


http://www.sun.com/software/downloads
http://sunsolve.sun.com
http://sunsolve.sun.com

® SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms (Sun QFS shared client only)
® SuSE Linux Enterprise Server 10 for x64 platforms (Sun QFS shared client only)
® SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms (Sun QFS shared client only)
® Online data storage devices must be directly accessible to all hosts. All online metadata storage devices must be directly accessible to
all potential metadata server hosts.

Sun Storage Archive Manager and Sun QFS Release Levels

Ensure that your configuration meets the following requirements:

® FEach host to be configured in the shared file system must have the same software package installed.

® All software installed on the systems in the shared file system must be at the same release level. For example, if one host has the
SAM-QFS 5.1 packages, all hosts that are part of the shared file system must have the SAM-QFS 5.1 packages.
This requirement ensures that all systems in a shared file system have identical over-the-wire protocol versions. If these levels do not
match, the system writes the following message to the metadata server's / var / adm nessages file when mounting is attempted:

SAM FS: <client> client package version <x> m smatch, should be <y>.

® When applying patches or upgrading the software for a shared file system, make sure to apply the same patch to all hosts that have
access to the shared file system. Unexpected results might occur if not all host systems are running the same patch level.

Verifying Third-Party Compatibilities

The SAM-QFS software interoperates with many different hardware and software products from third-party vendors. Depending on your
environment, you might need to upgrade other software or firmware before installing the SAM-QFS package. Consult the Release Notes for
information pertaining to library model numbers, firmware levels, and other compatibility information.

SAM-QFS Manager Requirements

The SAM-QFS Manager browser interface is used to configure, control, monitor, or reconfigure a SAM-QFS environment using a graphical web
browser interface.

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more Sun QFS hosts
® As additional software on the Sun QFS host

After the SAM-QFS Manager software is installed, you can invoke the SAM-QFS Manager from any machine on the network that is allowed
access to its web server.

For information about the requirements for the host upon which you are configuring the SAM-QFS Manager software, see Verifying
Requirements for SAM-QFS Manager.

Determining Disk Space Requirements

The SAM-QFS software packages require a certain amount of disk cache (file system devices) to create and manage data files and directories.

Planning Your File System and Verifying Disk Cache

A local file system requires only a single partition. If you install SAM-QFS to enable archiving support, the file system requires either one or two
partitions:

® To store file data separately from file system metadata (ma file system), you need to have at least two disk devices or partitions.
® To store data and metadata on the same device (s file system), you need to have one disk device or partition.

The disk devices or partitions do not require any special formatting. You might see better performance if you configure multiple devices across
multiple interfaces (HBAs) and disk controllers.



', Caution -
Make sure that the disks and partitions that you plan to use are not currently in use and do not contain any existing data. Any
existing data will be lost when you create the Sun QFS file system.

The disks must be connected to the server through a Fibre Channel (FC) or SCSI controller. You can specify individual disk partitions for a disk,
or you can use the entire disk as a disk cache. The software supports disk arrays, including those under the control of volume management
software, such as Solaris Volume Manager.

Before creating your first file system, you should familiarize yourself with file system layout possibilities. For information about volume
management, file system layout, and other aspects of file system design, see the Sun QFS File System Configuration and Administration Guide.

) Note-

If you are using a shared file system configuration that contains the Solaris 10 OS on both x64 platforms and SPARC platforms,
Extensible Firmware Interface (EFI) labels are required on all shared disks. See Configuring EFI Labels for Shared x64 and
SPARC Volumes for information about relabeling disks.

How to Estimate Disk Cache Requirements

Use the following guidelines to estimate the disk cache needed for SAM-QFS software (file systems plus the storage and archive manager):

Disk cache = largest file (in bytes) + amount of space needed for working files

Metadata cache

Use the following information to estimate the metadata cache requirements. The metadata cache must have enough space to contain
the following data:

Two copies of the superblock (16 Kbytes each)

Reservation maps for metadata space plus data space((metadata + file data)/disk allocation unit (DAU)/32,000) * 4 Kbytes
Inode space(number of files + number of directories) * 512 bytes

Indirect blocks — a minimum of 16 Kbytes each

Directory data space(number of directories * 16 Kbytes)

Run the f or mat (1M) command to verify that you have sufficient disk cache space.

The f or mat (1M) command shows how the disks are partitioned and the size of each partition.

Example 1 - Using the format(1M) Command on Fibre-Channel-Attached Disks

This example shows six disks attached to a server. Two internal disks are connected by means of controller 0 on targets 10 and 11 (cOt 10d0
and cOt 11d0). The other disks are external.

For the sake of clarity, the f or mat (1M) command output in this example has been edited.

Example — f or mat (1IM) Command for Fibre-Channel-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t10d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus @3, 0/ SUNW f as @3, 8800000/ sd@, O
1. cOt11d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@, 0/ SUNW f as @, 8800000/ sd@, 0
2. c9t 60020F2000003A4C3ED20F150000DB7Ad0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed20f 150000db7a
3. c9t 60020F2000003A4C3ED215D60001CF52d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed215d60001cf 52
4. c9t 60020F2000003A4C3ED21628000EE5A6d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci/ ssd@60020f 2000003a4c3ed21628000ee5a6
5. ¢c9t 60020F2000003A4C3ED216500009D48Ad0 <SUN- T300- 0118 cyl 34530 alt 2 hd 48 sec 128>
/ scsi _vhci / ssd@60020f 2000003a4c3ed216500009d48a
Specify disk (enter its nunber):~d
#
# format /dev/rdsk/c9t 60020F2000003A4C3ED216500009D48Ad0s2
# *format f*
partition> p

t 2 hd 48 sec 128>

—

2 hd 48 sec 128>

t 2 hd 48 sec 128>

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 unassi gned wm 0 - 4778 14. 00GB (4779/ 0/ 0) 29362176
1 unassi gned wm 4779 - 9557 14. 00GB (4779/ 0/ 0) 29362176
2 backup wu 0 - 34529 101. 16GB (34530/0/0) 212152320
3 unassi gned wm 9558 - 14336 14. 00GB (4779/ 0/ 0) 29362176
4 unassi gned wmn 14337 - 19115 14. 00GB (4779/ 0/ 0) 29362176
5 unassi gned wn 19116 - 23894 14. 00GB (4779/ 0/ 0) 29362176
6 unassi gned wmn 23895 - 28673 14. 00GB (4779/ 0/ 0) 29362176
7 unassi gned wmn 28674 - 33452 14. 00GB (4779/ 0/ 0) 29362176

partition> ~D

Example 2 - Using the format(1M) Command on SCSI-Attached Disks

The following example shows four disks attached to a server. Two internal disks are connected by means of controller O on targets O (cOt 0d0)
and 1 (cOt 1d0). Two external disks are connected by means of controller 3 on targets O (c3t 0d0) and 2 (c3t 2d0).

Example — f or mat (1M) Command for SCSI-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t0d0 <SUN9. OG cyl 4924 alt 2 hd 27 sec 133>
/ sbus@lf, 0/ SUNW f as@, 8800000/ sd@, 0
1. cOt 1d0 <SUN2. 1G cyl 2733 alt 2 hd 19 sec 80>
/ sbus@lLf, 0/ SUNW f as@, 8800000/ sd@., O
2. ¢3t0d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLGC, i sp@, 10000/ sd@, O
3. ¢3t2d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLCC, i sp@, 10000/ sd@, 0
Specify disk (enter its nunber): *1*
sel ecting cOt1d0
[di sk fornmatted]
Warning: Current Disk has nounted partitions

FORMVAT MENU:
di sk - select a disk
type - select (define) a disk type
partition - select (define) a partition table
current - describe the current disk
f or mat - format and anal yze the disk
repair - repair a defective sector
| abel - wite label to the disk
anal yze - surface anal ysis
def ect - defect |ist nanagenent
backup - search for backup |abels
verify - read and display |abels
save - save new disk/partition definitions
inquiry - show vendor, product and revision
vol nanme - set 8-character volunme nane
<cnmd> - execute <cnd>, then return
qui t

format > par

PARTI TI ON MENU
0 - change "0" partition
- change "1" partition
- change "2" partition
- change "3" partition
change "4" partition
- change "5" partition
- change "6" partition
- change "7" partition
sel ect - select a predefined table
nodify - nodify a predefined partition table

~NOoO b WNPRE
'

nane - name the current table

print - display the current table

label - wite partition nap and | abel to the disk
<cmd> - execute <cnd>, then return

qui t

partition> pri
Current partition table (original)
Total disk cylinders available: 2733 + 2 (reserved cylinders)

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 var wm 0 - 2732 1.98GB (2733/0/0) 4154160
1 unassi gned wm 0 0 (0/0/0) 0
2 backup wm 0 - 2732 1.98GB (2733/0/0) 4154160
3 unassi gned wm 0 0 (0/0/0) 0
4 unassi gned wm 0 0 (0/0/0) 0
5 unassi gned wm 0 0 (0/0/0) 0
6 unassi gned wm 0 0 (0/0/0) 0
7 unassi gned wm 0 0 (0/0/0) 0

partition> q

Verifying Disk Space



The software requires a disk cache consisting of redundant arrays of inexpensive disks (RAID) devices, JBOD ("just a bunch of disks") devices, or
both. It also requires a certain amount of disk space in the / (root), / opt, and / var directories. The actual amount needed varies depending
on the packages you install.

The following table shows the minimum amount of disk space required in these various directories.

Table — Minimum Disk Space Requirements

Directory SAM (Archiving and File System) = QFS (File System Only) SAM-QFS Manager
| (root) directory = 2 Mbytes 2 Mbytes 25 Mbytes

/ opt directory 21 Mbytes 8 Mbytes 5 Mbytes

/ var directory 4 Gbytes 1 Mbyte 2 Mbytes

[ usr directory 2 Mbytes 2 Mbytes 7 Mbytes

/ t mp directory 0 Mbytes 0 Mbytes 200 Mbytes

) Note-

The space requirements for the / var directory take into account the fact that the archiver data directory, the archiver queue
files, and the log files are written to the / var directory.

How to Verify Disk Space

The following procedure shows how to verify whether there is enough disk space on your system to accommodate the SUNWsanf su and
SUNWsant sr software packages.

1. Run the following command to verify that at least 2 Mbytes are in the avai | column for the / directory.

# df -k /

Fi |l esystem kbytes used avai |l capacity Mount ed on
/ dev/ dsk/ cOt 1dosO 76767 19826 49271 29% /

2. Run the following command to verify that at least 21 Mbytes are in the avai | column for the / opt directory.

# df -k /opt

Fil esystem kbytes used avai |l capacity Mounted on
/ dev/ dsk/ cOt 1dos4 192423 59006 114177 35% / opt

3. Verify that at least 6 Mbytes are available in the / var directory.
A quantity of 30 Mbytes or more is recommended to allow for the growth of log files and other system files.

4. If each directory does not have enough room for the software, repartition the disk to make more space available to each file system.
For information about how to repartition a disk, see your Sun Solaris system administration documentation.

Preparing Hardware for Archiving

Verifying Archive Media

If you plan to perform disk archiving (to archive to disk space in another file system), verify the following:

® The host system to which the disks are attached has at least one file system created that is compatible with the SAM-QFS software.
® The disk has enough space available to accommodate the archive copies.

If you plan to archive to removable media devices, your environment must include the following:

® At least one removable media device for archiving files. This device can be a single tape or optical drive, or it can be multiple devices,
such as the drives within an automated library.

® Tape or magneto-optical cartridges to which archive files can be written. For most SCSl-attached and FC-attached libraries, the



SAM-QFS software supports only one media type. If you have a tape library that can be partitioned logically into two or more libraries,
you can have one media type in one logical library and a different media type in another. The SAM-QFS software records the cartridges
used for each library in a library catalog. You cannot mix the tape media types in a library catalog, so plan to use only one media type
per library or logical library.

The SAM-QFS environment supports a wide variety of removable media devices. You can obtain a list of currently supported drives and libraries
from your Sun Microsystems sales or support staff.

To make sure that your devices are attached and enumerated in an easily retrieved list, perform one or both of the following procedures:

® |f your removable media devices are not attached to your server, perform the procedure in Verifying Archive Media.
® Enumerate your devices using the instructions in Creating a List of Devices. You will use this list again in Installing the Software
Packages.

How to Attach Removable Media Devices

The following steps are general guidelines for attaching removable media hardware to a server. For explicit instructions on how to connect
these peripherals to a server, refer to the hardware installation guide supplied by the vendor with the automated library and drives.

. Ensure that you are on a console connection to the server.

. Power off the server.

. Ensure that the removable media devices and the disks to be used for the Sun QFS file system are connected and properly addressed.

. If you have libraries attached to the host system through a SCSI interface, ensure that the SCSI target IDs are unique for each SCSI
initiator (host adapter).
Avoid setting SCSI target IDs for peripherals to IDs that are already in use. In addition, if you are using a SCSI host adapter with a
previously attached disk drive, any additional peripheral connected to this bus must have a different ID. Typically, the initiator uses ID 7,
and the internal disk drive uses ID 3 for SPARC systems and ID 0 for UltraSPARC systems.

5. Power on the peripherals according to the manufacturer's recommended sequence.

Typically, you power on the outermost peripherals first, working toward more central components in sequence.
6. Disable autobooting.
At the >0k prompt, type the following command to disable autobooting:

A W N =

8. Do one of the following:
® |If you have libraries attached to the host system through a SCSI interface, use the pr obe- scsi -al | command to conduct an
inventory of target IDs and logical unit numbers (LUNs) for each device connected to the host system. Save the output. You
will use the information in this output for the next procedure, Creating a List of Devices.
For example:

{0} ok probe-scsi-all
/ pci @, 400/ scsi @, 1

| Target 0
i Unit O Renmovabl e Device type 8 STK 9730 1700 i
Target 1
Unit O Renovabl e Tape type 7 QUANTUM DLT7000 2565
i Target 2 i
i Unit 0 Renpvable Tape type 7 QUANTUM DLT7000 2565 i
i /pci@f, 4000/ scsi @ §
i Target O i
Unit O Di sk SEAGATE ST318404LSUN18G 4207
| Target 6
Unit O Renovabl e Read Only device TOSHI BA XM6201TASUN32XCD1103

® |f libraries or tape drives are attached to the host system through an FC interface, conduct an inventory of target IDs and LUNs
for each device connected to the host system. Save the output. You will use the information in this output for the next
procedure, Creating a List of Devices.
For example:



{0} ok show devs

| /SUNWTfb@e, 0

{ /SUNWU traSPARC | | @, 0

i /SUNW U traSPARC-| | @, O
/counter-tinmer@f, 1c00

i /pci @f, 2000

i [ pci @f, 4000

i /virtual - menory

[ menory@, a0000000

i /aliases

i /options

;[ openprom

i [/chosen

! Ipackages

i /pci @f, 2000/ SUNW gl c@

i/ pci @f, 2000/ SUNW gl c@/ f p@, O
/ pci @f, 2000/ SUNW gl c@/ f p@, 0/ di sk
i I pci @f, 4000/ SUNWi f p@

! /pci @f, 4000/ scsi @, 1

i /pci @f, 4000/ scsi @

!/ pci @f, 4000/ networ k@, 1

i/ pci @f, 4000/ ebus@

i Ipci @f, 4000/ SUNWi f p@/ ses

¢ {0} ok select /pci@f, 2000/ SUNW gl c@l
! {0} ok showchildren

LiDHA LUN --- Port WW --- ----- Di sk description -----

2 7e 0 500104f00041182b STK L700 0236
7c 7e 0 500104f00043abfc STK 9840 1.28
7d 7e 0 500104f00045eeaf STK 9840 1.28
6f 7e 0 500104f000416304 |BM ULT3580- TD1 16E0
6e 7e 0 500104f000416303 |BM ULT3580- TD1 16E0

If the server does not acknowledge all the known devices (disk drives, tape or optical drives, the automated library, and so on),
check the cabling. Do not proceed until all devices appear when probed.

9. Reenable autobooting, and then boot the system:

i >0k setenv auto-boot? true :
i >0k *boot* i

10. Review system files.
Review the following files:
® /var/adnm nessages to ensure that all devices were recognized
® /dev/rnt for expected tape devices
® /dev/dsk and/ dev/ rdsk for expected disks
Due to special driver requirements, no device information appears in / var / adnf messages for magneto-optical devices or
libraries until after you install the SAM-QFS software packages.
11. Disable autocleaning and autoloading.
If your automated library supports autocleaning or autoloading, disable those features when using that library with the Sun Storage
Archive Manager software. Consult the documentation from your library's manufacturer for information about disabling autocleaning
and autoloading.

) Note-

The only times you can use autoloading are during the initial loading of cartridges and when the SAM-QFS software
is not running. Remember to disable autoloading when the SAM-QFS system is running.

Creating a List of Devices

The devices that you intend to use must be attached and recognized by the server upon which you intend to install the SAM-QFS software. To
configure the SAM-QFS software, you need to know the following about your devices:

® The device type, manufacturer, and model number.
® The mechanism by which the device is attached to the server. You can attach devices in one of the following ways:



® Drives can use either a SCSI attachment or an FC attachment. Each drive accepts either tape cartridges or magneto-optical
cartridges.
For SCSl-attached drives, you need to know each drive's SCSI target ID and logical unit number (LUN).
For FC-attached drives, you need to know each drive's LUN and node World Wide Name (WWN).

® Automated libraries can use a SCSI attachment, an FC attachment, or a network attachment.
Libraries that use SCSI or FC attachments are called direct attached libraries. For SCSl-attached libraries, you need to know
each library's SCSI target ID and LUN. For FC-attached libraries, you need to know each library's LUN and node WWN.
Libraries that use a network attachment are called network attached libraries. You cannot configure network attached libraries
in the existing system configuration files; instead, you must create a parameters file for each network attached library. This is
explained later in the installation process.

How to Create a List of Devices

Fill in the following table to include the name, manufacturer, model, and connection types for each device that you want to include in your
SAM-QFS environment. Retain this list for use again later in the configuration procedure.

Device Name, Manufacturer, and Model = Target ID LUN | Node WWN
SCSl-attached tape drives
Not applicable
Not applicable
Not applicable
FC-attached tape drives
Not applicable
Not applicable
Not applicable
SCSl-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
FC-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
SCSl-attached automated libraries
Not applicable
Not applicable
Not applicable
FC-attached automated libraries
Not applicable
Not applicable

Not applicable

Obtaining the Release Files

Make sure that you have a copy of the release software. You can obtain the Sun SAM-QFS software from the Sun Download Center or on a



CD-ROM. Contact your authorized service provider (ASP) or your Sun sales representative if you have questions on obtaining the software.
After the release, upgrade patches are available from Sun Solve.

', Caution -
If you have not read the Release Notes, do so before you continue.

How to Obtain the Software From the Sun Download Center

1. Go to the downloads page.
2. Select the SAM-QFS or Sun QFS software package you want to receive.
3. Follow the instructions on the web site for downloading the software.

Software Licensing

You must agree to all binary and right-to-use (RTU) software license agreements before you install either the Sun QFS or the Sun SAM software.

Setting Up the Network Management Station

Perform this procedure if you want to monitor your configuration through Simple Network Management Protocol (SNMP) software.

You can configure the Sun SAM-QFS software to notify you when potential problems occur in its environment. The SNMP software manages
information exchange between network devices such as servers, automated libraries, and drives. When the Sun SAM-QFS software detects
potential problems in its environment, it sends information to a management station, which enables you to monitor the system remotely.

The management stations you can use include the following:

Sun Storage Automated Diagnostic Environment (StorADE)
Sun Management Center (Sun MC)

Sun Remote Server (SRS)

Sun Remote Services Net Connect

If you want to enable SNMP traps, make sure that the management station software is installed and operating correctly before installing the Sun
SAM-QFS software. Refer to the documentation that came with your management station software.

The types of problems, or events, that the SAM-QFS software can detect are defined in the SAM-QFS Management Information Base (MIB). The
events include errors in configuration, t apeal ert (1M) events, and other atypical system activity. For complete information about the MIB, see
/var/ snnp/ m b/ SUN- SAM M B. mi b after the packages are installed.

The SAM-QFS software supports the TRAP SNMP (V2c) protocol. The software does not support GET- REQUEST, GETNEXT- REQUEST, and
SET_REQUEST.

Release Package Contents, Directories, and Files

Release Package Contents

The Sun Storage Archive Manager (SAM-QFS) and Sun QFS software packages are in Sun Solaris pkgadd(1M) format. These packages reflect the
Sun Solaris version for the platform on which you will be installing the software.

The following table shows the release package names.

Table — Release Package Names

Installed Package = Description

SUNWYf st Sun QFS (file system only) software packages
SUNWf su


http://sunsolve.sun.com
http://www.sun.com/software/download/sys_admin.html

SUNWsanf sr SAM-QFS (archiving and file system) software packages
SUNWanf su

SUNW sngr r SAM-QFS Manager software packages; Run the f sngr _set up script to install
SUNW sngr u

SUNWsanf swm  WORM-FS support packages

The releases are identified using characters arranged in the following format:
major U update . patch

The U stands for "update" in this format.

In the patch number field, a number between 1 and 99 indicates a patch release, and a letter from A through Z indicates pre-release software.
The base release of a first feature release of a major release might not contain a patch level.

For example:
® 4U0 is release 4, update 0, a major release with no minor release revisions and no bug fixes.
® 4U2 is release 4, update 2, a minor release.
® 4U2.1 is a patch release that contains software fixes for a major or minor release. This number appears in the patch's README file.

Directories and Files Created

This section describes the directories and files associated with the Sun QFS and SAM-QFS products. You can obtain additional information about
the files in this section from the man pages after the software is installed.

Directories Created at Installation
The following table lists the directories created when the software packages are installed.

Table — Directories Created

Directory Content

/ dev/ sanst Device driver special files (only when SAM-QFS packages are installed).
letc/fsl/sanfs Commands specific to the software.

/ et c/ opt/ SUNWsant s Configuration files.

/ etc/ opt/ SUNWsanf s/ scri pts @ Site-customizable scripts.

/ opt / SUNWsant s/ bi n User command binaries.
/ opt / SUNWsanf s/ cl i ent Files for remote procedure call API client.
/ opt / SUNWsanf s/ doc Documentation repository for any informational files included in the release. The README file, which

summarizes the installed release's features, is included in this directory.

/ opt / SUN\Wsanf s/ exanpl es Various example configuration files.

/ opt/ SUN\Wsanf s/ i ncl ude APl include files.

/opt/ SUNWsanfs/lib Relocatable libraries.

/ opt / SUN\Wsanf s/ man Man pages.

/var/snnp/m b Standard MIB files and product MIB (SUN- SAM M B. ni b).
/ opt / SUNWsanf s/ shi n System administrator commands and daemon binaries.

/ opt / SUNWsanf s/ sc Sun Cluster binaries and configuration files.

/ opt / SUNW sngr/ bi n SAM-QFS Manager administrator commands.

/ opt / SUNW sngr / doc SAM-QFS Manager online documentation repository.

/var/ opt / SUNWsant s Device catalogs, catalog trace file, log files, and archiver data directory and queue files.



Files Created at Installation

The following table lists miscellaneous files created when the software is installed.

Table - Files Created - Miscellaneous

File

/ etc/ opt/ SUNWsanf s/ i nquiry. conf

/ et c/ sysevent/ confi g/ SUNW SUN\Wsanf s, sysevent . conf

/ kernel / drv/ and64/ samai o

/ ker nel / dr v/ and64/ sami oc

/ kernel / drv/ and64/ sanst

/ kernel / drv/ samai o. conf
/ kernel / drv/ sam oc. conf
/ kernel / drv/ sanst . conf

[ kernel / drv/ sparcv9/ samai o

/ kernel / drv/ sparcv9/ sam oc

/ kernel / drv/ spar cv9/ sanmst

/ kernel / f s/ and64/ sanf s

/ kernel / fs/ sparcv9/sanfs
/var /| og/ webconsol e/ host . conf
/var/opt/ SUN\Wsanfs/faults

/var/ sadm sanqf sui / f sngr _uni nstal |

/ opt/ SUNWsanf s/ sc/ et ¢/ SUNW gf s

lusr/cluster/lib/rgmrtreg/ SUNWQfs

Description

Vendor and product identification strings for recognized SCSI devices (
only when SAM-QFS packages are installed).

Solaris system event handler configuration file.

File system asynchronous 1/0 pseudo-driver (64-bit version for x64
platforms).

Sun Solaris 64-bit file system interface module (for x64 platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for x64 platforms).

Configuration file for samai o.
Configuration file for the sam oc module.
Configuration file for the sanst driver.

File system asynchronous 1/0 pseudo-driver (64-bit version for SPARC
platforms).

Sun Solaris 64-bit file system interface module (for SPARC platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for SPARC platforms).

Sun Solaris 64-bit file system module for the x64 platform.
Sun Solaris 64-bit file system module for SPARC platforms.
SAM-QFS Manager configuration file.

Faults history file.

Software for removing SAM-QFS Manager and its supporting
applications.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

The file system has dynamically loadable components that are stored in the Sun Solaris / ker nel directory. You can use nodi nf o(1M)
command to determine the modules that are loaded. Typically, the kernel loads the file system module at boot time. Alternatively, you can load
the file system module when the file system is first mounted after the Sun software is installed.

Fault Notification Files

After the software is installed, it creates files that it uses for fault notification. The following table lists these files. When the software detects
faults serious enough to merit user attention, the software uses these trap and log files to convey fault information through the SAM-QFS

Manager software.

Table - Files Created - Fault Notification

File Description

/ et c/ opt/ SUNWsanf s/ scri pts/sendtrap Sends trap information.



/ opt/ SUN\Wsanf s/ sbin/fault_I og Records faults.
/ opt / SUN\Wsanf s/ sbi n/tapeal ert _| og Records t apeal ert (1M) faults (only when SAM-QFS packages are installed).

/ opt/ SUNWsanf s/ sbin/tapeal ert _trap  Sendstapeal ert (1M) traps (only when SAM-QFS packages are installed).

The software creates these files with the following permissions:

', Caution -
Do not change these file permissions.
If execute permissions are lost, for example, the system writes messages such as the following to / var / adnf nessages:

SUNW SUNWsanf s, sysevent. conf, linel: no execute access to
i/ opt/ SUN\Wsanf s/ sbin/tapealert_trap - No such file or directory. i

Site Files
The configuration procedures elsewhere in this information direct you to create several site-specific files. The software uses these site files.

) Note-

Your site's configuration files must contain ASCII characters only.

You must create the master configuration ncf file at your site in order to use the Sun SAM-QFS software. For more information about the
/et c/ opt/ SUNWsanf s/ ncf file, see About the Master Configuration File and the ncf (4) man page.

If you are using the archiver and file system features, you might also create all the files shown in the following table. If you are using only file
system features, you might only create the first two files.

Table — Optional Site Files

File Description
/ et c/ opt/ SUNWsanf s/ sanfs. cnd File system mount parameter command file. For more information, see the sanf s. cnd(4)
man page.

/ et c/ opt/ SUNWsanf s/ def aul ts. conf = Miscellaneous default values. For more information, see the def aul t s. conf (4) man page.

/ etc/ opt/ SUNWsanf s/ archi ver.crmd | Archiver command file. For more information, see the ar chi ver . cnd(4) man page, or
Configuring the Archiver.

/ et c/ opt/ SUNWsanf s/ previ ew. cnd Previewer command file. For more information, see Configuring the Stager and the
previ ew. cnd(4) man page.

/etc/opt/ SUNWsanf s/ recycl er.cmd  Recycler command file. For more information, see Configuring the Recycler and the
recycl er. cnd(4) man page.

/etc/opt/ SUNWsanfs/rel easer.cnd | Releaser command file. For more information, see About Releasing and the r el easer . cnd(4)
man page.

Modified System Files

During installation, the software adds information to certain Solaris system files. These system files are ASCII text files. The Solaris OS uses these
files to identify loadable kernel modules by number rather than by name.

The software adds information to the following files:



® /etc/nane_to_nmajor
The SAM-QFS software uses this file to map drivers to major numbers. The sanst and sant d major numbers can vary, depending on
the major numbers in use by the Solaris OS. The system adds the following lines to this file:

sanst 63
sanrd 64
{ samioc 236
samai 0 237

® /etc/security/auth_attr
This file is the authorization description database. The system adds the following lines to this file:

# File System Manager Authorizations

com sun. netstorage. fsngr.config:::File System Manager Al Access::
com sun. net st orage. fsngr. operator. nedi a::: File System Manager Media
Rel at ed Operation Access::

com sun. netstorage. fsngr.operator.samcontrol :::File System Manager
Start/Stop/1dle Archiving Access::

com sun. netstorage. fsngr.operator.file:::File System Manager File
Level Operati on Access::

com sun. netstorage. fsngr.operator.filesystem::File System Manager
Fi | eSystem Level Operation Access::

® /etc/user_attr
This file is the extended user attributes database used by SAM-QFS Manager.

root::::profil es=\eb Consol e Managenent, Al | ; aut hs=
Sol aris. *,solaris.grant,*com sun. netstorage. fsngr.**;
lock_after_retries=no

® /etc/inittab
The system adds the following line to this file:

Installing and Configuring SAM-QFS

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) products are closely linked. Depending on the features that you need, choose from
the following:

Feature Packages Required For More Information
License
Archiving (local file system)” SUNWsanf sr, SAM-QFS Read this document.
SUNWsanf su
Archiving (shared file system) SUNWsanf sr, SAM-QFS and Read this document.
SUNWs anf su QFS
Local or shared file system (no SUNWf sr, SUNWf su QFS See Installing Sun QFS.
archiving)
Browser-based management SUNW sngrr, SAM-QFS or Use f smgr _set up as explained in Installing SAM-QFS
SUNW sngr u QFS Manager.

* Formerly referred to as SAM-FS.

Complete the tasks below if this is the initial installation of the SAM-QFS (archiving and file system) software packages at your site.



) Note
You must be logged in as superuser to complete the installation tasks.
Before You Begin
® |f you are not already familiar with Sun QFS and SAM-QFS, see About QFS and SAM-QFS.
® Before you follow the detailed installation steps below, check the hardware and software requirements as explained in
Preparing for Installation.

Installation Overview Task Map

Depending on the the features that you need to support, you must complete several of the following procedures.

Step Task Description

1 Add the software packages. Install the appropriate packages for your needs. Also see Release Package
Contents.

2 Configure pat h and manpat h variables. Configure the environment variables for access to commands and man pages.

3 (Optional) Install and configure SAM-QFS Manager. = This task is needed only if you want to use a browser to configure file systems

and archiving features.

4 (Optional) Configure tape and magneto-optical This task is needed only if you want to use tape or magneto-optical devices for
storage devices. archiving.

5 Configure the file system environment. Define the master configuration file ncf .

6 Configure file system mount parameters. Define the / et ¢/ vf st ab and sanf s. cnd files.

7 Initialize the environment. Initialize SAM-QFS and mount the file systems.

8 Configure file archiving. Define parameters for archiving file systems to media.

Installing the Software Packages

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) software uses the Sun Solaris packaging utilities for adding and deleting software.
The pkgadd(1M) utility prompts you to confirm various actions necessary to install the packages.

Table — Release Package Names

Installed Package = Description

SUNWf sr Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS(archiving and file system) software packages
SUNWanf su

How to Add the Packages

1. Become superuser.
2. Use the cd command to go to the directory where the software package release files reside.
You obtained the release files as described in Obtaining the Release Files. Changing to the appropriate directory differs, depending on
your release media, as follows:
® |f you downloaded the release files, go to the directory to which you downloaded the files.
® |f you obtained the release files from a CD-ROM, go to the directory on the CD-ROM that corresponds to your operating
system version.
3. Use the pkgadd(1M) command to add the appropriate packages, based on the features that you need to support:



® For archiving to a local or shared file system, install the SUN\Wsanf sr and SUNWsanf su packages.
® To support just a local or shared file system (no archiving), install the SUNWf sr and SUNWf su packages.
For example:

# pkgadd -d . SUNWsanfsr SUNWsanfsu

4. When prompted to define an administrator group, select yes or y to accept the default (no administrator group), or select no or n if
you want to define an administrator group.
You can reset permissions on certain commands later by using the set _adm n(1M) command. For more information about this
command, see Adding the Administrator Group or the set _adm n(1M) man page.

5. Examine the SAM-QFS installation log file / t rp/ SAM_i nst al | . | og.
This file should show that the pkgadd(1M) command added the SUN\Wsanf sr and SUNWsanf su software packages. Verify that the
SAM-QFS sanst driver is also installed. If all files installed properly, the following message appears:

How to Set Up PATH and MANPATH Variables

To enable access to the commands and man pages for the Sun QFS and SAM-QFS commands, you must modify your PATH and MANPATH
environment variables.

1. For users who will need to access the user commands, such as sl s(1), add / opt / SUNWsanf s/ bi n to the users' PATH variables.
2. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shells, change the PATH and MANPATH variables in the . prof i | e file and export the variables.
The following example shows how your . profi | e file might look after editing.

PATH=$PATH: / opt / SUNWsanf s/ bi n: / opt / SUN\Wsanf s/ shi n
MANPATH=$MANPATH: / opt / SUNWanf s/ man
export PATH MANPATH

........................................................................................................................................................

® |n the C shell, edit the . | ogi n and . cshr c files.
The pat h statement in your . cshr ¢ file might look like the following example:

setenv MANPATH /usr /1 ocal / man: opt / SUNWpr o/ man: / SOPENW NHOVE/ \
shar e/ man: / opt / SU\Wsanf s/ man

Installing and Configuring SAM-QFS Manager

If you want to use the browser user interface to configure and manage your SAM-QFS environment, follow the instructions in this section.
About SAM-QFS Manager

The SAM-QFS Manager is a browser interface tool that enables you to configure, control, protect, and monitor the archiving and file systems in
your network from a central location. To access this central location, you can use the web browser on any host in your network.

The goal of the software is to provide a less complex way than command-line interface (CLI) commands to perform the most common archiving
and file system tasks.

By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on
how to add additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.



Installing SAM-QFS Manager

Perform the tasks in this section to install the SAM-QFS Manager software.

Verifying Requirements for SAM-QFS Manager

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more SAM-QFS Manager hosts
® As additional software on the SAM-QFS Manager host

After the SAM-QFS Manager software is installed, you can invoke SAM-QFS Manager from any machine on the network that is allowed access to
its web server.

The host upon which you are configuring SAM-QFS Manager must meet the requirements described in the following sections.

Hardware Requirements

The minimum hardware requirements for the SAM-QFS Manager software are as follows:

SPARC 400-MHz (or more) CPU or x64 AMD CPU

1 gigabyte of memory

One 20-gigabyte disk

At least 250 Mbytes free space in / t nmp

At least 100 Mbytes free space in / (the root partition)
One 10/100/1000Base-T Ethernet port

Browser Requirements

Ensure that your installation meets the following browser requirements:

® One of the following browsers, at the minimum level indicated, must be used to access the File System Manager software:
® Netscape™ 7.1 / Mozilla™ 1.7 / Firefox 1.5 on the Solaris OS or Microsoft Windows 98 SE, ME, 2000, or XP operating system
® |nternet Explorer 6.0 on the Microsoft Windows 98 SE, ME, 2000, or XP operating system
® You must enable JavaScript™ technology in your browser. Specific locations differ by browser. For example, in Firefox, go to the
Content section of the Preferences panel and confirm that the box next to Enable JavaScript is checked.
® |f you are upgrading from an earlier version of the SAM-QFS Manager software, you must clear the browser cache before using
SAM-QFS Manager for the first time.

Operating System Requirements

Make sure that the following minimum level of the Solaris OS is installed on the web server:

® Solaris 10 Update 6

Web Software Requirements

The SAM-QFS Manager installation packages include revisions of the following software at the minimum levels indicated:

® Java™ 2 Standard Edition version 1.5.0

® JavaHelp™ 2.0

® Java Studio Enterprise Web Application Framework (JATO) 2.1.2

® Tomcat version 4.0.5

During the installation procedure, you will be asked to answer questions. Based on your answers, the installation software can install the correct
revisions for you if the compatible revisions of these software packages are not present.

) Note-

SAM-QFS Manager is registered in the Sun Java Web Console and can coexist with other applications that use the same
console. The Java Web Console uses port 6789. This is an IANA-reserved port, so no application other than Java Web Console
should use this port.



How to Install SAM-QFS Manager

Before You Begin

Ensure that you have met the installation requirements described in Verifying Requirements for SAM-QFS Manager.

Steps

1. Log in to the server that you want to use as the SAM-QFS management station.
You can use the same server on which you installed the SUNWsanf sr and SUNWsanf su packages, or you can use a different server on
the same network.

2. Become superuser.

3. Go to the directory where the software package release files reside on your server.

4. Execute the f sngr _set up script to start the installation process.

For example:

...................................................................................................................................................................

5. Answer the questions as prompted by the f sngr _set up script.
During the installation procedure, you are asked questions about your environment.
The f smgr _set up script automatically installs the following:
® The SUNW sngrr package.
® The SUNW sngr u package.
The installation script prompts you to specify whether you want to install localized packages.
After installing the packages, the install software starts the Tomcat Web Server and enables logging.
6. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shell, edit the . pr of i | e file, change the PATH and MANPATH variables, and export the variables.
The following code example shows how your . pr of i | e file might look after editing.

PATH=$PATH: / opt / SUNW sngr/ bi n
MANPATH=$MANPATH: / opt / SUNW sngr / man
export PATH MANPATH

® |n the C shell, edit the . | ogi n and . cshr c files.
When you have finished editing, the pat h statement in your . cshr ¢ file might look like the following line:

........................................................................................................................................................

set env. MANPATH / usr/ | ocal / man: opt / SUNWspr o/ man: / $OPENW NHOVE/ \
shar e/ man: / opt / SUN\Wsanf s/ man: / opt / SUNW sngr / man

...................................................................................................................................................................

# ps -ef | grep rpchind

8. Examine the output from the preceding commands.
The output should contain a line similar to the following:

...................................................................................................................................................................

If r pcbi nd does not appear in the output, type the following command to start the r pcbi nd service:



9. (Optional) Start the SAM-QFS Manager (f sngnt d) daemon.
If you did not choose to start the SAM-QFS Manager daemon automatically during the installation process, do one of the following:
® Type the following command to start the SAM-QFS Manager daemon and have it restart automatically every time the daemon
process dies. With this configuration, the daemon also automatically restarts at system reboot.

For more information, see the f smadm(1M) man page.

10. (Optional) Give additional users access to SAM-QFS Manager.
By default, the r oot user has privileges to perform all operations available from the SAM-QFS software. You can assign other users full
or partial access to SAM-QFS Manager operations.
To give an additional user access to SAM-QFS Manager, use the user add command. See How to Create Additional SAM-QFS User
Accounts and How to Assign Privilege Levels to SAM-QFS Users for information about adding users and assigning SAM-QFS Manager
user privilege levels.

How to Start SAM-QFS Manager

) Note-

Before you start SAM-QFS Manager, disable all pop-up blockers.

1. Log in to the server where SAM-QFS Manager is installed, or log in to any system that has network access to it.
2. If you upgraded from a previous version of the software, open the web browser and clear the browser cache.
3. From the web browser, start SAM-QFS Manager.

For hostname, type the name of the host where the SAM-QFS Manager software is installed. If you need to specify a domain name in
addition to the host name, specify the hostname in this format: hostname. domainname. Note that this URL begins with ht t ps, not
http.

The Sun Java Web Console login page is displayed.

4. At the User Name prompt, type r oot or another valid user name.

) Note-

If you have upgraded the SAM-QFS Manager software from an earlier version, the samadm n user account is also
available. You may type samadmi n in the User Name field and then type the sanadmi n password to gain full access
to all SAM-QFS Manager operations.

5. At the Password prompt, type the password.

6. Click Log In.

7. In the Storage section of the Applications page, select SAM-QFS Manager.
You are now logged in to SAM-QFS Manager.

Configuring SAM-QFS Manager

After SAM-QFS Manager is installed, you can log in to the software using the r oot user name and the password for the management station.



The r oot login grants you full administrator privileges to configure, monitor, control, and reconfigure the devices in your SAM-QFS Manager
environment. Only the SAM-QFS Manager administrator should log in using the r oot login. All other users should log in using another user
name.

By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running
SAM-QFS Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on adding
additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.

How to Create Additional SAM-QFS User Accounts

You can create additional administrator and guest accounts at any time after the initial SAM-QFS Manager configuration. These guest accounts
are local to the management station.

If you remove the SAM-QFS Manager software, the removal scripts do not remove any additional accounts that you create manually. You must
use one or both of the following procedures to administer any accounts you add manually.

Steps

1. Outside of the browser interface, log in to the SAM-QFS management station as r oot .
2. Use the user add and passwd commands to add each user.
For example, to add a user with account name bobsmi t h, type the following:

. # Jusr/sbin/useradd bobsnith
© # lusr/bin/passwd bobsmith i

Each user account that you add in this way has read-only viewing privileges for SAM-QFS Manager functions. To add additional
privileges see How to Assign Privilege Levels to SAM-QFS Users.

How to Assign Privilege Levels to SAM-QFS Users

You can assign users full or partial access to SAM-QFS Manager functions.

1. Log in to the SAM-QFS management station as root.
2. To specify full or partial configuration privileges for a user, add the following line to the / et ¢/ user _at tr file.
account-name: : : : aut hs=privilege-level
® account-name is the name of the user's account.
® privilege-level is the level of authorization to assign to the user.
The following table lists the five levels of privileges you can assign to SAM-QFS Manager users.

Administrative Privilege Level Description
com sun. net storage. fsngr.config User has unlimited access.
com sun. net st orage. fsngr. operator. nedi a User can add or remove libraries, add or remove

stand-alone drives, reserve volume serial names (VSNs),
import VSNs, load and unload VSNs, export VSNs, and so
on.

com sun. net st orage. fsngr. operat or. sam control  User can start, stop, or idle archiving operations.
com sun. net storage. fsngr.operator.file User can start or stop staging, and can restore a file system.
com sun. net storage. fsngr.operator.fil esystem | User can mount or unmount a file system, edit mount

options, and perform file system checks (f sck).

Example — Assigning Full Privileges to a User

To assign full privileges (privilege level com sun. net st or age. f sngr. confi g) for user account bobsmi t h, add the following line to the
/etcl/user_attr file:



To assign bobsmi t h privileges only for staging and restoring file systems (privilege level com sun. net st orage. fsngr. operator.file)
and exporting, importing, and assigning VSNs (privilege level com sun. net st or age. oper at or . nedi a), add the following line to the
/etc/user_attr file:

bobsmith::::auths=com sun. netstorage. fsngr.operator.file, comsun.netstorage.fsngr.operator. nmedia

How to Create a SAM-QFS Manager Account for Multiple Users

You can create a generic SAM-QFS Manager account that can be used by multiple users, and then add a role with privileges that only some of
those users can access.

1. Use the user add and passwd commands to add the account.
For example, to add a user account called guest for multiple users, type the following:

# [usr/sbin/useradd guest
i # [usr/bin/passwd guest :

2. Use the r ol eadd and passwd commands to add the role.
To create a role called admi n with special privileges within the guest account, type the following:

# [usr/sbin/rol eadd adm n
i # lusr/bin/passwd admin i

3. Specify the privilege levels in the / et c/ user _attr file.
To assign the admi n role privileges to restore and stage file systems, add the following lines to the / et c/ user _attr file:

¢ admin::::auths=com sun. netstorage. fsngr.operator.file :
i guest::::type=normnal;rol es=adm n :

In this example, when a user logs in as guest , SAM-QFS Manager prompts the user to select either No Role or Admin. If users know
the Admin role password, they can select Admin, provide the Admin password, and have privileges to restore and stage file systems. All
other users must select No Role and have read-only privileges.

Because multiple users with the same privilege level can be logged in to the software concurrently, one user's changes could potentially
overwrite another user's previous changes. To prevent this situation, develop policies about who can make changes and how to notify
others.

How to Add an Additional Server for SAM-QFS Manager Access

SAM-QFS Manager is set up by default to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access.

1. Outside of the browser interface, use the t el net utility to connect to the server you want to add.
Loginasroot.
2. Use the f smadm(1M) add command to add the SAM-QFS management station to the list of hosts that can remotely administer this
server.
Only hosts that are added to the list through this command can remotely administer the server.
For example:

3. To ensure that the SAM-QFS management station is successfully added, use the f smadm(1M) | i st command and verify that your
SAM-QFS management station is listed in the output.

4. Log in to the SAM-QFS Manager browser interface as an administrator user.

5. On the Servers page, click Add.
The Add Server window is displayed.



6. In the Server Name or IP Address field, type the name or the IP address of the new server.
7. Click OK.

How to Set the SAM-QFS Manager Session Timeout

The Java Web Console framework has a default session timeout of 15 minutes. The SAM-QFS Manager installation program changes the session
timeout to 60 minutes. You can change the session timeout to a different value, but to preserve security you should not set it to a value greater
than 60 minutes.

1. To change the session timeout value, enter the following command on the SAM-QFS management station:

...................................................................................................................................................................

Example — Changing the Session Timeout Value

To change the timeout value to 45 minutes, you would type:

..............................................................................................................................................................................

Configuring Tape and Magneto-Optical Storage Devices

Configuring Storage Devices for Archiving

Perform the tasks in this section if you plan to enable archiving to tape or magneto-optical media. If you plan to archive to disk, you do not
need to perform these tasks.

This section describes how to verify and update the following files:

® /kernel /drv/st.conf, which configures tape drives attached to the server through a SCSI or FC attachment.
® /kernel /drv/sanst. conf, which configures the following devices that the Sun Storage Archive Manager (SAM) software
recognizes by default:
® Direct attached automated libraries
® Magneto-optical drives attached to the server through a SCSI or FC attachment

The SAM package includes the / opt / SUNWsanf s/ exanpl es/ st. conf _changes file, which contains configuration information for tape
drives that are not supported in the Solaris kernel by default.

Task Map: Configuring Storage Devices for Archiving

Depending on the devices you want to configure, you must complete one or more of the following procedures.

Step = Task Description
1 Create List of Devices Take an inventory of your devices to configure.
2 Add Tape Devices Perform this task for each tape drive that you want to add to the SAM environment.

3 Add Tape Drive Interface Target Perform this task if your tape drives are attached through a SCSI or FC interface.

IDs and LUNs

4 Add Libraries or Magneto-Optical Perform this task if you have any magneto-optical drives, SCSl-attached automated libraries, or
Drives FC-attached automated libraries that you want to include in your SAM environment.

5 Verify Configured Devices Verify that you have all of your devices configured properly.

6 Enable the Storage Device Reboot the system to enable the changes you have made.

Configuration



7 Create Parameters Files for Create parameter files for the network attached automated libraries.
Network Attached Automated
Libraries

The procedures in this task include an example that is based on the inventory list shown in the following table.

Example Inventory List - Devices to Be Configured

Device Name, Manufacturer, and Model Target ID LUN | Node WWN
SCSl-attached tape drives

QUANTUM DLT7000 1 0 Not applicable
QUANTUM DLT7000 2 0 Not applicable

FC-attached tape drives

StorageTek 9840 Not applicable 0 500104f00043abfc
StorageTek 9840 Not applicable 0 500104f00045eeaf
IBM ULT3580-TD1 Not applicable 0 500104f000416304
IBM ULT3580-TD1 Not applicable 0 500104f000416303

SCSl-attached automated libraries
StorageTek 9730 0 0 Not applicable
FC-attached automated libraries

StorageTek L700 Not applicable 0 500104f00041182b

) Note-

The device names are shown as they appear in the discovery output.

How To Add Tape Devices for Archiving

Perform this procedure to include your tape drives in your archiving environment. In this procedure, you make an entry in the st. conf file for
each unique tape drive that is on your inventory list.

& Tip-
You can also add tape devices from SAM-QFS Manager. For information, see How to Add Tape Devices From SAM-QFS
Manager.

1. Copy/ kernel /drv/st.conf to a backup file. For example:

...................................................................................................................................................................

...................................................................................................................................................................

3. Remove the pound character (#).
4. Open the / opt / SUN\Wsanf s/ exanpl es/ st . conf _changes file. For each tape drive on your inventory list, do the following.
a. Search for the device definition entry.
For example, searching for the Quantum DLT 7000 tape drive that is in the example inventory locates the following entry:



"QUANTUM DLT7000", "DLT 7000 tape drive", "dlt7-tape”,

b. Copy the entry from the st. conf _changes file to the st. conf file, placing it after the t ape- confi g-1i st line. The
following example shows the resulting st . conf file.

tape-config-list=
! "QUANTUM DLT7000", "DLT 7000 tape drive", "dlt7-tape", ;

c. Note the final string in the entry, which is enclosed in quotation marks. In this example, the final string is "dl t 7- t ape". This
string is the tape configuration value.

d. Search / opt/ SUNWsanf s/ exanpl es/ st. conf _changes to find the line that begins with this tape configuration value.
this example, the value is:

n

dit7-tape = 1, 0x36, 0, 0xd679, 4, 0x82, 0x83, 0x84, 0x85, 3;

e. Copy the tape configuration value to the st . conf file, placing it after the device definition line. The following example shows
the lines now contained in the st . conf file.

tape-config-list=
" QUANTUM DLT7000", "DLT 7000 tape drive", "dlt7-tape";
dlt7-tape = 1, 0x36, 0, 0xd679, 4, 0x82, 0x83, 0x84, 0x85, 3;

f. Repeat this procedure for each type of tape drive.

) Note-

In the st . conf _changes file, a tape configuration value is repeated for each device definition that uses
the same tape configuration. In the st . conf file, include only one entry for each tape configuration value.
For example, the Sony SDT-5000 and the Sony SDT-5200 tape drives both use "DAT" as the final string. A
single entry for the DAT tape configuration value is sufficient.

5. Replace the comma (, ) at the end of the last device definition line with a semicolon ().
The following example shows a st . conf file with definitions for the Quantum DLT 7000, the StorageTek 9840, and the IBM ULT3580
tape drives. The semicolon is after "CLASS_3580"

tape-config-list=
" QUANTUM DLT7000", "DLT 7000 tape drive", "dlt7-tape",

" STK 9840", "STK 9840 Fast Access", "CLASS 9840",

"1 BM ULT3580-TD1", "I1BM 3580 U triunt, " CLASS_3580";
dit7-tape = 1, 0x36, 0, 0xd679, 4, 0x82, 0x83, 0x84, 0x85, 3;
CLASS_9840 = 1, 0x36, 0, 0x1d679, 1, 0x00, 0;

CLASS_3580 = 1, 0x24, 0, 0x418679, 2, 0x00, 0x01, O;

6. Save your changes.
7. Close the / opt / SUNWsanf s/ exanpl es/ st. conf _changes file.

Do not close the st . conf file because you continue to edit the file in the next procedure.
8. Go to the #How To Add Tape Drive Interface Target IDs and LUNs for Archiving procedure.

How To Add Tape Drive Interface Target IDs and LUNs for Archiving

For each tape drive on your hardware inventory list that is attached through a SCSI or FC interface, you must confirm that an entry in the



st. conf file defines that interface. This procedure shows how to verify and, if necessary, add target ID and LUN entries.

) Note-

Do not use this procedure to add interface information for magneto-optical drives. See
How To Add Libraries or Magneto-Optical Drives for Archiving

1. Open the file / ker nel / dr v/ st . conf if it is not already open.
2. To use the SCSI interface to attach tape drives, do the following:
a. Search for entries that have the following format to locate the list of SCSI target IDs and LUNSs:

target is the target ID for each SCSI drive found.
lun is the corresponding LUN for each SCSI drive found.

b. Within the list, find each entry that corresponds to each SCSI target and LUN on your hardware inventory list. The following
example shows the two entries that correspond to the two Quantum DLT 7000 drives that are attached to LUN 0 and have
target IDs 1 and 2, shown in Example Inventory List.

nanme="st" class="scsi" target=1 | un=0;
nanme="st" class="scsi" target=2 | un=0;

Note that an entry might extend over two lines.

® |f the entry is preceded by a pound character (#), delete the character. A pound character marks a line as a comment.
® |f the entry is missing, create an entry for the SCSI target and LUN line you need, following the format shown in Step
a and using the information in your hardware inventory list.
3. To use the FC interface to add tape drives and if you are not using the Sun StorageTek SAN Foundation Software I/0 stack, create a line
for each FC-attached device after the SCSI target ID and LUN list, using the following format:

nanme="st" parent="fp" lun=<lun> fc-port-wwm="<worl| d-w de-nane>"

For lun, specify the LUN for the drive.

For world-wide-name, specify the World Wide Name (WWN) for the drive.

The following example shows the lines that support the StorageTek 9840 and IBM ULT3580 tape drives included in the Example
Inventory List.

nane="st" parent="fp" lun=0 fc-port-wwn="500104f 00043abfc"
nanme="st" parent="fp" lun=0 fc-port-wwn="500104f 00045eeaf"
nanme="st" parent="fp" lun=0 fc-port-wwn="500104f 000416304"
name="st" parent="fp" lun=0 fc-port-wwn="500104f 000416303"

4. Save your changes and close the st . conf file.
5. To include magneto-optical drives or automated libraries attached through a SCSI or a Fibre Channel interface, go to the How To Add
Libraries or Magneto-Optical Drives for Archiving procedure.

How to Add Tape Devices From SAM-QFS Manager

To add a tape device from the SAM-QFS Manager:

1. In the left pane, click Archive Media.
2. In the Tape Library Summary window, click Add.
3. Follow the steps in the wizard.

How To Add Libraries or Magneto-Optical Drives for Archiving

The i nqui ry. conf file lists all devices that are supported.
The / ker nel / drv/ sanst . conf file contains a list of SCSI and FC entries and works with the



/ opt / SUNWsanf s/ exanpl es/ i nqui ry. conf file to define the devices that can be included in a SAM environment.
The following procedures show how to verify the entries in the sanst . conf and to update the file if necessary.

You update the sanst . conf file, depending on your environment:

® |f you have only network-attached automated libraries, you do not need to verify device support or update it.
If you use a SCSI or FC interface to attach a tape library to the server, use the procedure in How To Configure Device Support in SCSI or
FC Environments to discover the tape libraries with the current drive information.

® |f you have a direct attached library with a target number larger than 6 or a LUN identifier larger than 1, use the procedure in How To
Configure Device Support for a Direct Attached Library.

How To Configure Device Support in SCSI or FC Environments

Repeat this procedure for each device in your environment.

1. On the SAM-QFS Manager Managed Hosts page, select the name of the server to which you want to add a library.
The File Systems Summary page is displayed.

2. Expand the Archive Media section and select Tape Libraries.
The Tape Library Summary page is displayed.

3. Click Add to start the Add a Library wizard.

4. Follow the steps to add the device.
When you have completed the wizard steps, the sanst . conf file is automatically updated.

How To Configure Device Support for a Direct Attached Library

1. Copy the / kernel / drv/ samst . conf file to a backup file. For example:

2. Edit the / kernel / drv/ samnst . conf file.
3. To include SCSl-attached magneto-optical drives or SCSl-attached libraries, do the following:
a. Search for entries that have the following format to locate the list of SCSI targets and LUNSs:

........................................................................................................................................................

target is the target ID for each SCSI drive found.
lun is the corresponding LUN for each SCSI drive found.

b. Within the list, find the entry that corresponds to each SCSI target ID and LUN on your inventory list.
For example, the StorageTek 9730 automated library is attached to target 0 and LUN 0. The following line corresponds to that
interface:

........................................................................................................................................................

name="sanst" class="scsi" target=0 | un=0;

Note that an entry might extend over two lines if it contains return characters.

® |f the entry starts with a pound character (#), delete the character. A pound (#) character marks a line as a comment.
® |f the entry is missing, create an entry for the SCSI target and LUN line you need, following the format shown in Step
a and using the information in your hardware inventory list.
4. To include FC-attached magneto-optical drives or FC-attached automated libraries, create a line for each FC-attached one in your
inventory list. Place the lines at the end of the SCSI target and LUN list, using the following format:

...................................................................................................................................................................

For lun, specify the LUN for the drive.
For world-wide-name, specify the WWN for the drive.
The following example shows the line added to support the StorageTek L700 tape drive in the Example Inventory List.



5. Save your changes and exit the sanst . conf file.

Verifying That All Devices Are Configured

1. Use the cf gadm(1M) command to list the devices included in the SAM environment. For example:

¢ # cfgadm -al

i Ap_ld Type Recept acl e Qccupant Condi tion

i co scsi - bus connect ed configured  unknown §
i ¢0::dsk/cOt6d0 CD- ROM connect ed configured unknown i
i cl fc-private connected configured unknown

i cl::500000e0103c3a91 di sk connect ed configured unknown

ic2 scsi - bus connect ed unconfi gured unknown

i c3 scsi - bus connect ed unconfi gured unknown i
i ca scsi - bus connect ed configured unknown

i c4::dsk/c4t1do di sk connect ed configured unknown

| c4::dsk/ cat 2d0 di sk connect ed configured unknown

§ c5 fc-fabric connect ed configured unknown

i ¢5::100000e00222balb di sk connect ed unconfi gured unknown

i c5::210000e08b0462e6 unknown connect ed unconfi gured unknown

i c5::210100e08b2466e6 unknown connect ed unconfi gured unknown

i ¢5::210100e08b27234f unknown connect ed unconfi gured unknown

| c5::500104f 00043abf ¢ t ape connect ed configured unknown

! c5::500104f 00043bc94 tape connect ed configured unknown

i c5::500104f 00045eeaf t ape connect ed configured unknown

| c5::500104f 000466943 t ape connect ed configured unknown

§ c5::500104f 00046b3d4 tape connect ed confi gured unknown

i ¢5::500104f 0004738eb tape connect ed confi gured unknown

i c6 fc connect ed unconfi gured unknown

ioc7 scsi - bus connect ed unconfi gured unknown

i c8 scsi - bus connect ed unconfigured unknown i
| usbo/1 usb- kbd connect ed configured ok

i usbo0/2 usb- nouse connect ed configured ok

i ush0/ 3 unknown enmpty unconfigured ok

| usbo/4 unknown enpty unconfi gured ok

2. Examine the output to make sure that it shows all the devices you want configured in your SAM environment.
If a device is not configured, use the cf gadm(1M) command to configure it. For more information, see the cf gadm(1M) man page.
Because of a bug in the cf gadm(1) command, you might receive an error similar to the following:

# cfgadm -c configure -o force_update c4::500104f 000489f e3
i cfgadm Library error: failed to create device node: 500104f 00043abfc: Device busy i

Despite the error, the cf gadm(1M) command processes the request.

Enable Storage Device Configuration

You must reboot the system to have the changes you have made to the st . conf and sanst . conf files take effect.

Handling Errors in the st . conf File

Errors can occur if the st . conf file is not configured properly during SAM software installation.

The following messages in the sam | og file indicate that the appropriate changes have not been made to / ker nel / dr v/ st . conf . Follow
the steps in How To Add Tape Devices to the / ker nel / drv/ st . conf File to fix the error.



May 18 12:38:18 baggi ns genu-30[374]: Tape device 31 is default
i type. Update '/kernel/drv/st.conf"'. :

; 1999/05/18 12:34:27*0000 Initialized. tp

1999/ 05/ 18 12:34:28*1002 Device is QUANTUM, DLT7000

1999/ 05/ 18 12:34:28*1003 Serial CX901S4929, rev 2150

{1999/ 05/ 18 12:34:28*1005 Known as Linear Tape(lt)

1999/ 05/ 18 12:34:32 0000 Attached to process 374

1999/ 05/ 18 12:38:18 1006 Slot 1

1999/ 05/ 18 12:38:18 3117 Error: Device is type default. Update /kernel/drv/st.conf

Configuring the File System Environment

Each SAM-QFS software environment is unique. The system requirements and hardware differ from site to site. SAM-QFS environments support
a wide variety of tape and optical devices, automated libraries, and disk drives. The system administrator at your site must set up the specific
configuration for your environment.

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ntf, defines the equipment topology managed by the SAM-QFS software. This file
specifies the devices, automated libraries, and file systems included in the environment. You assign each piece of equipment a unique
Equipment Identifier in the ntf file.

You can edit the ncf file in either of two ways:

® By using the SAM-QFS Manager interface to configure archiving and file system devices. When you create a file system using SAM-QFS
Manager, it creates an ncf file in / et ¢/ opt / SUNWsanf s/ ncf that contains a line for each device and family set of the file system.

® By directly editing the ntf file using a text editor.
The ncf file has two kinds of entries:

® File system device entries for disk devices. In the ntf file, you organize them into one or more file systems.
® Removable media device entries that you can organize into family sets. The ntf file contains information that enables you to identify
the drives to be used and associate them with the automated libraries to which they are attached.

For detailed information about ntf file structures and contents, see About the Master Configuration File.

Example ncf files are installed in / opt / SUN\Wsanf s/ exanpl es. Several example ntf file configurations are also provided in Examples of ntf
Files.

The following sections provide examples and describe activities related to creating and maintaining the ncf file.

How to Create the Master Configuration File (mcf) Manually

® Use vi(1) or another editor to create the / et ¢/ opt / SUN\Wsanf s/ ntf file.
For detailed information about the contents of the ntf file, see About the Master Configuration File.

@ You can copy an example ncf file from / opt / SUN\Wsanf s/ exanpl es or from the examples in Examples of ntf
Files.

When you create the ntf file, follow these guidelines:

Delimit the fields in each line with spaces or tabs.

Begin each comment line entered into this file with a pound sign (#).
® Use a dash (-) to indicate optional fields that are omitted.

The following example shows the ncf file fields.



# Sun Storage Archive Manager file system configuration

#

# Equi prrent Equip Equip Fam Dev Addi ti onal
# ldentifier Od Type Set State Paraneters
H ommmmmm e e emmee emaea e mmmme e

The ncf file can contain both comment lines and lines that pertain to a device. The types of lines that can pertain to a device
are as follows:

Family set parent identifiers and family set devices
Family set member devices
Stand-alone devices

Identifying Peripherals Using the /var/adm/messages File

When your system boots, a series of messages is written to / var / adni nessages. These messages identify the Sun Solaris hardware path to
each of the peripherals on your system. You can use this information to create the ntf file. To display information from the latest system
reboot, search backward from the end of the file.

As the following example shows, each SCSI peripheral has three lines. The sixth field, sanst 2, indicates that these lines are associated with each
other.

Example — SCSI Peripheral Lines in the / var / adnm nessages File

# tail -200 /var/adm messages | nore

Aug 23 11:52: 54 baggi ns uni x: sanmst2: Vendor/Product ID = HP C1716T

Aug 23 11:52:54 baggi ns unix: sanst2 at espO: target 2 lun O

Aug 23 11:52:54 baggi ns unix: sanmst2 is

/i omru@, 10000000/ sbus@, 10001000/ espdrma@, 8400000/ esp@, 8800000/ sanst @, 0

® The first line displays the vendor and product information that the SCSI peripheral reported to the Sun Solaris kernel.
The second line displays the SCSI bus, SCSI target ID, and LUN of the peripheral.
The third line displays the peripheral's hardware path. This path is reflected in the / devi ces directory. Symbolic links (symlinks) to the
/ devi ces directory are set up in the / dev/ st,/ dev/ sanst, and / dev/ r mt directories. Note that the third line wraps to the next
line.

Matching the symbolic link to the correct peripheral is the key to configuring a Sun Storage Archive Manager environment. Use the | s(1)
command with the -1 option in both the / dev/ st, / dev/ sanst and / dev/ rnt directories to display the path name of the peripheral.

You might also want to set up the "device down" notification script at this point. The dev_down. sh(1M) man page contains information about
setting up this script, which sends email to root when a device is marked down or of f . For more information, see the dev_down. sh(1M) man

page.

How to Verify the mcf File

® If you created your ntf file manually, use the sam f sd(1M) command to verify the file.
If you created your ntf file using SAM-QFS Manager, you do not need to verify its syntax.
If the ncf file is free of syntax errors, the sam f sd(1M) output includes information about the file systems, archiving, and other
system information. If the ntf file contains syntax or other errors, however, the output is similar to the following example.

# samfsd

13: /dev/dsk/clt 1d0sO 10 nmd sanfsl on / dev/rdsk/clt 1d0s0O

*** Error in line 13: Equi prent name '/dev/dsk/clt 1d0sO' already in use by eq 10
72: /dev/rnt/3cbn 45 ug 11000 on

*** Error in line 72: Equi pnent nane '/dev/rnt/3cbn' already in use by eq 44
2 errors in '/etc/opt/ SUN\$anf s/ ncf'
sam fsd: Read ncf /etc/opt/SUNWanfs/ncf failed.



If the ncf file has errors, return to Setting Up the Environment Configuration and refer to the ncf (4) man page for information about
creating this file. You can also refer to Examples of ntf Files.

'ﬁ" How to Create an mcf File Using SAM-QFS Manager

Before You Begin

When you configure QFS file systems using the SAM-QFS Manager software, it creates or edits the appropriate configuration files, including the
ncf file, on that server. You can use either SAM-QFS Manager or the CLI to further edit these files later.

) Note-

If you want to use SAM-QFS Manager to configure your archiving environment and you want to include network attached
libraries (excluding STK Libraries) in this configuration, you must create your parameters file before you create the ntf file.
For information about creating a parameters file, see Creating Parameters Files for Network Attached Automated Libraries.
You can add a StorageTek ACSLS network library in the SAM-QFS Manager without creating the parameters file. The
application automatically generates the parameters file for you when you add the library in the Library Summary Page.

Steps

1. From your web browser, log in to the SAM-QFS Manager as an administrator user.
2. Expand the Getting Started section and choose First Time Configuration.
3. In section 2, click Create a File System.
The New File System wizard is displayed.
4. Follow the steps for creating a new file system.
When you have completed this process, the ntf file is created. For more information, see the SAM-QFS Manager online help.

Setting Up Mount Parameters

Use the procedures in this section to specify mount parameters for the file system.
You can specify mount parameters in the following ways:

® Using the mount (1M) command. Mount options specified here override those specified in the / et c/ vf st ab file and in the

sanfs. crd file.
In the / et ¢/ vf st ab file. Mount options specified here override those specified in the sanf s. crd file.

In the sanf s. cnd file.

For a list of available mount options, see the mount _sanf s(1M) man page.

Updating the /etc/vfstab File and Creating the Mount Point

This section describes how to edit the / et ¢/ vf st ab file.

The following table shows the values you can provide in the fields in the / et ¢/ vf st ab file.
Table -/ et ¢/ vf st ab File Fields

Field Field Title and Content

1 Device to Mount. The name of the file system to be mounted. This value must be the same as the file system's Family Set name
specified in the ntf file.

2 Device to f sck(1M). Must be a dash (- ) character, which indicates that there are no options. This character prevents the Solaris
system from performing an f sck(1M) process on the file system. For more information about this process, see the f sck(1M) or
sanf sck(1M) man page.

3 Mount Point, for example, / sanf s1.

4 File System Type. Must be sanf s.



5 f sck(1M) Pass. Must be a dash (- ) character, which indicates that there are no options.

6 Mount at Boot. Either yes or no.

® Specifying yes in this field indicates that the Sun Storage Archive Manager file system is to be mounted automatically at boot

time.
Specifying no in this field indicates that you do not want to mount the file system automatically.
For information about the format of these entries, see the mount _sanf s(1M) man page.

7 Mount Parameters. A list of comma-separated parameters (with no spaces) that are used in mounting the file system. You can specify
mount options on the nount (1M) command, in the / et c/ vf st ab file, or in a sanf s. cnd file. Mount options specified on the
nount (1M) command override those specified in the / et ¢/ vf st ab file and in the sanf s. cnd file. Mount options specified in the
/ et c/ vf st ab file override those in the sanf s. cnd file. For a list of available mount options, see the mount _sanf s(1M) man page.

When you create a file system using SAM-QFS Manager, a default / et c/ vf st ab file is created. However, mount options specified in SAM-QFS
Manager are written to the sanf s. cnd file rather than to the / et ¢/ vf st ab file. For more information, see Creating and Editing the
sanfs. cnd File.

To edit the mount options in the / et ¢/ vf st ab file, use the following procedure, How to Update the /etc/vfstab File and Create the Mount
Point Using a Text Editor.

How to Update the /etc/vfstab File and Create the Mount Point Using a Text Editor

The example in this task assumes that / sanf s1 is the mount point of the sanf s1 file system.

1. In the / et c/ vf st ab file, create an entry for each file system.
The following example shows header fields and entries for a local file system.

...................................................................................................................................................................

#DEVI CE DEVICE MOUNT FS FSCK  MOUNT MOUNT
#TO MOUNT TO FSCK PO NT  TYPE PASS AT BOOT PARAMETERS

sanfsl - /sanfsl sanfs - yes hi gh=80, | ow=60

2. Use the mkdi r (1IM) command to create the mount point.
For example:

...................................................................................................................................................................

Creating and Editing the samfs.cmd File

You can create the / et ¢/ opt / SUN\Wsanf s/ sanf s. cnd file as the place from which the system reads mount parameters. If you are
configuring multiple file systems with multiple mount parameters, consider creating this file.

For more information, see the mount _sanf s(1M) man page.

'ﬁ" How to Create and Edit the samfs.cmd File Using SAM-QFS Manager

If you specify non-default mount options when creating a file system in SAM-QFS Manager, the sanf s. cnd file is created or updated with
those mount options.

Follow these steps to edit a file system's mount options:

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system whose mount options you want to edit.
3. From the Operations menu, choose Edit Mount Options.
The Edit Mount Options page is displayed.
4. Make your edits in the fields.
For more information about the fields on the Edit Mount Options page, see the File System Manager online help.
5. Click Save.



The new mount options are written to the sanf s. cnd file.

How to Create and Edit the samfs.cmd File Using a Text Editor
® Use vi (1) or another editor to create the sanf s. cnd file.

Create lines in the sanf s. cnd file to control mounting, performance features, or other aspects of file system management. For more
information about the sanf s. cnd file, see The samfs.cmd File or the sanf s. cnd(4) man page.

Initializing the Environment

This section tells you how to initialize the environment and the file system, and how to mount the file system.

How to Initialize the Environment

1. Use the sand(1M) conf i g command to initialize the archiving and file system environment.
For example:

How to Initialize the File System

This procedure describes how to use the sammkf s(1M) command and the Family Set names that you have defined to initialize a file system.

) Note-

The samkf s(1M) command sets one tuning parameter, the disk allocation unit (DAU). You cannot reset this parameter
without reinitializing the file system. For information about how the DAU affects tuning, see File Allocation Methods and the
sanmkf s(1M) man page.

1. Use the samrkf s(1M) command to initialize a file system for each Family Set name defined in the ntf file.

I Caution -
Running the sammkf s(1M) command creates a new file system. It removes all references to the data currently
contained in the partitions associated with the file system in the / et ¢/ opt / SUN\Wsanf s/ ncf file.

The following example shows the command to initialize a file system with the Family Set name of sanf s1.

# sammkfs sanfsl

sammkfs: Configuring file system

Bui | ding "sanfsl" will destroy the contents of devices:
/ dev/ dsk/ c2t 0d0s3
/ dev/ dsk/ c2t 0d0s7

Do you wish to continue? [y/N *y*

total data kil obytes = 16777728
total data kilobytes free = 16777152
#

The actual numbers returned vary from file system to file system.

Mounting the File System

The mount (TM) command mounts a file system and reads the / et ¢/ vf st ab and sanf s. cnd configuration files. For information, see the



mount _sanf s(1M) man page.

'ﬁ" How to Mount the File System Using SAM-QFS Manager

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to mount.

3. From the Operations menu, choose Mount.

How to Mount the File System From the Command Line

1. Use the mount (1M) command to mount the file system.
Specify the file system mount point as the argument. For example:

...................................................................................................................................................................

& Tip-

2. Use the mount (1M) command with no arguments to verify the mount.
This step confirms that the file system is mounted and shows how to set permissions. The following example shows the output from a
nmount (1M) command issued to verify whether example file system sanf s1 is mounted.

...................................................................................................................................................................

# nount

_<<< information deleted >>>_

/sanfsl on sanfsl read/wite/setuid/intr/largefiles/onerror=panic/dev=8001e3 on Thu Feb 5
11: 01: 23 2004

_<<< information deleted >>>_

3. (Optional) Issue the chmod(1) and chown(1) commands to change the permissions and ownership of the file system's r oot directory.
Typically, this step is performed if this is the first time that the file system has been mounted. For example:

...................................................................................................................................................................

# chrmod 755 /sanfsl
# chown root:other /sanfsl

The page Upgrading SAM and QFS does not exist.

Uninstalling the SAM-QFS Manager Software

For instructions on uninstalling the Sun QFS or SAM-QFS packages, see Removing the Existing Software.

How to Uninstall the SAM-QFS Manager Software

1. Log in to the server on which SAM-QFS Manager software is installed.
This is the host on which you ran the f smgr _set up script at installation time.
2. Become superuser.
3. Issue the following command to remove the SAM-QFS Manager software and all the applications that were installed with it:



This script prompts you to confirm removal of the Tomcat Web Server, JRE packages, and information pertaining to administrator and
user accounts.

End of Complete (Printable) SAM-QFS 5.1 Installation Guide
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Preparing for Installation

This section explains the system requirements for the Sun QFS and SAM-QFS products and the tasks you must complete before you begin to
install and configure your software.

Hardware and Software Requirements

You can install the software either on a Sun server based on UltraSPARC ® technology or on a server based on AMD Opteron x64 technology.

Additional requirements for the server that you want to use as the web server host for the SAM-QFS Manager browser interface tool are
described in SAM-QFS Manager Requirements.

The software package runs on many Sun workstations and servers. Before installation, you should verify the compatibility of the hardware and
the level of the Solaris Operating System (OS).

Operating System Requirements

Before installation, verify the applicability of the hardware and the level of the operating system. To install the software, you also must have
root-level access to your system.

Sun Storage Archive Manager and Sun QFS 5.1 software require the following minimum operating system release:



® Solaris 10, Update 6
In addition, you can use any of the following operating systems as a client in a shared file system:

Solaris 10 OS for x86 (32-bit)

Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms

Red Hat Enterprise Linux 4.5 for x64 platforms

SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms
SUSE Linux Enterprise Server 10 for x64 platforms

SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms

How to Verify the Environment

Repeat these steps for each host on which you want to install the software.

1. Verify that your system has a CD-ROM drive or that it can access the release package at the Sun Download Center

2. Log in to your system as r oot .
You must have superuser access to install the software.

3. Verify your system's Solaris OS level.
For example, the output from the following command will show the major and minor OS release information as well as the
architecture:

% cat /etc/rel ease

The software relies on properly configured Solaris software at the following minimum release level:

® Solaris 10, Update 6

Installing Solaris OS Patches

Sun Microsystems provides Solaris OS patches to customers with a maintenance contract by means of CD-ROM, anonymous FTP, and the Sun
Microsystems SunSolve™ web site .

To install a patch after you install the Sun QFS or SAM-QFS release packages, load the CD-ROM or transfer the patch software to your system.
Follow the instructions outlined in the Patch Installation Instructions and Special Install Instructions in the README file included in the patch or
jumbo patch cluster.

Software Host Requirements

If you plan to install the software in a multihost environment, such as a SAM-Remote configuration, all host systems must have the same
software release level installed and operational.

Verifying Shared File System Requirements

This section describes the system requirements for a Sun QFS shared file system.

Metadata Server Requirement

You must have at least one Solaris metadata server. If you want to be able to change the metadata server, you must have at least one other
Solaris host that can become the metadata server. These additional host systems are known as potential metadata servers. These servers must all
be running on the same hardware platform, either SPARC or x64. You cannot mix server hardware platforms. In a Sun Cluster environment, all
nodes included in a shared file system are potential metadata servers.

The following are configuration recommendations with regard to metadata storage:

® A shared file system should have multiple metadata (mm) partitions. This spreads out metadata I/O and improves file system throughput.
® A shared file system should use a separate, private metadata network so that typical user traffic does not interfere with metadata traffic.
A switch-based (not hub-based) network is recommended.

Operating System and Hardware Requirements

Ensure that your configuration meets the following operating system and hardware requirements:


http://www.sun.com/software/downloads
http://sunsolve.sun.com
http://sunsolve.sun.com

The host systems to be configured in the Sun QFS shared file system must be connected by a network.
All metadata servers and potential metadata servers must have the same processor type.
The client systems can be installed on the Solaris OS or on one of the following operating systems:
® Red Hat Enterprise Linux 4.0 (UD-4) for x64 platforms (Sun QFS shared client only)
Red Hat Enterprise Linux 4.5 for x64 platforms (Sun QFS shared client only)
SuSE Linux Enterprise Server 9 (service pack 2) for x64 platforms (Sun QFS shared client only)
SUSE Linux Enterprise Server 10 for x64 platforms (Sun QFS shared client only)
SuSE Linux Enterprise Server 10 (service pack 2) for x64 platforms (Sun QFS shared client only)
® Online data storage devices must be directly accessible to all hosts. All online metadata storage devices must be directly accessible to
all potential metadata server hosts.

Sun Storage Archive Manager and Sun QFS Release Levels

Ensure that your configuration meets the following requirements:

® Each host to be configured in the shared file system must have the same software package installed.

® All software installed on the systems in the shared file system must be at the same release level. For example, if one host has the
SAM-QFS 5.1 packages, all hosts that are part of the shared file system must have the SAM-QFS 5.1 packages.
This requirement ensures that all systems in a shared file system have identical over-the-wire protocol versions. If these levels do not
match, the system writes the following message to the metadata server's / var / adm nessages file when mounting is attempted:

SAM FS: <client> client package version <x> mismatch, should be <y>.

® When applying patches or upgrading the software for a shared file system, make sure to apply the same patch to all hosts that have
access to the shared file system. Unexpected results might occur if not all host systems are running the same patch level.

Verifying Third-Party Compatibilities

The SAM-QFS software interoperates with many different hardware and software products from third-party vendors. Depending on your
environment, you might need to upgrade other software or firmware before installing the SAM-QFS package. Consult the Release Notes for
information pertaining to library model numbers, firmware levels, and other compatibility information.

SAM-QFS Manager Requirements

The SAM-QFS Manager browser interface is used to configure, control, monitor, or reconfigure a SAM-QFS environment using a graphical web
browser interface.

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more Sun QFS hosts
® As additional software on the Sun QFS host

After the SAM-QFS Manager software is installed, you can invoke the SAM-QFS Manager from any machine on the network that is allowed
access to its web server.

For information about the requirements for the host upon which you are configuring the SAM-QFS Manager software, see Verifying
Requirements for SAM-QFS Manager.

Determining Disk Space Requirements

The SAM-QFS software packages require a certain amount of disk cache (file system devices) to create and manage data files and directories.

Planning Your File System and Verifying Disk Cache

A local file system requires only a single partition. If you install SAM-QFS to enable archiving support, the file system requires either one or two
partitions:

® To store file data separately from file system metadata (ma file system), you need to have at least two disk devices or partitions.
® To store data and metadata on the same device (s file system), you need to have one disk device or partition.

The disk devices or partitions do not require any special formatting. You might see better performance if you configure multiple devices across



multiple interfaces (HBAs) and disk controllers.

1 Caution -
Make sure that the disks and partitions that you plan to use are not currently in use and do not contain any existing data. Any
existing data will be lost when you create the Sun QFS file system.

The disks must be connected to the server through a Fibre Channel (FC) or SCSI controller. You can specify individual disk partitions for a disk,
or you can use the entire disk as a disk cache. The software supports disk arrays, including those under the control of volume management
software, such as Solaris Volume Manager.

Before creating your first file system, you should familiarize yourself with file system layout possibilities. For information about volume
management, file system layout, and other aspects of file system design, see the Sun QFS File System Configuration and Administration Guide.

) Note-

If you are using a shared file system configuration that contains the Solaris 10 OS on both x64 platforms and SPARC platforms,
Extensible Firmware Interface (EFI) labels are required on all shared disks. See Configuring EFI Labels for Shared x64 and
SPARC Volumes for information about relabeling disks.

How to Estimate Disk Cache Requirements

Use the following guidelines to estimate the disk cache needed for SAM-QFS software (file systems plus the storage and archive manager):

Disk cache = largest file (in bytes) + amount of space needed for working files

Metadata cache

Use the following information to estimate the metadata cache requirements. The metadata cache must have enough space to contain
the following data:

Two copies of the superblock (16 Kbytes each)

Reservation maps for metadata space plus data space((metadata + file data)/disk allocation unit (DAU)/32,000) * 4 Kbytes
Inode space(number of files + number of directories) * 512 bytes

Indirect blocks — a minimum of 16 Kbytes each

Directory data space(number of directories * 16 Kbytes)

Run the f or mat (1M) command to verify that you have sufficient disk cache space.

The f or mat (1M) command shows how the disks are partitioned and the size of each partition.

Example 1 - Using the format(1M) Command on Fibre-Channel-Attached Disks

This example shows six disks attached to a server. Two internal disks are connected by means of controller 0 on targets 10 and 11 (cOt 10d0
and cOt 11d0). The other disks are external.

For the sake of clarity, the f or mat (1IM) command output in this example has been edited.

Example — f or mat (1IM) Command for Fibre-Channel-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t10d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus @3, 0/ SUNW f as @3, 8800000/ sd@, O
1. cOt11d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@, 0/ SUNW f as @, 8800000/ sd@, 0
2. c9t 60020F2000003A4C3ED20F150000DB7Ad0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed20f 150000db7a
3. c9t 60020F2000003A4C3ED215D60001CF52d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci / ssd@60020f 2000003a4c3ed215d60001cf 52
4. c9t 60020F2000003A4C3ED21628000EE5A6d0 <SUN- T300- 0118 cyl 34530 a
/ scsi _vhci/ ssd@60020f 2000003a4c3ed21628000ee5a6
5. ¢c9t 60020F2000003A4C3ED216500009D48Ad0 <SUN- T300- 0118 cyl 34530 alt 2 hd 48 sec 128>
/ scsi _vhci / ssd@60020f 2000003a4c3ed216500009d48a
Specify disk (enter its nunber):~d
#
# format /dev/rdsk/c9t 60020F2000003A4C3ED216500009D48Ad0s2
# *format f*
partition> p

t 2 hd 48 sec 128>

—

2 hd 48 sec 128>

t 2 hd 48 sec 128>

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 unassi gned wm 0 - 4778 14. 00GB (4779/ 0/ 0) 29362176
1 unassi gned wm 4779 - 9557 14. 00GB (4779/ 0/ 0) 29362176
2 backup wu 0 - 34529 101. 16GB (34530/0/0) 212152320
3 unassi gned wm 9558 - 14336 14. 00GB (4779/ 0/ 0) 29362176
4 unassi gned wmn 14337 - 19115 14. 00GB (4779/ 0/ 0) 29362176
5 unassi gned wn 19116 - 23894 14. 00GB (4779/ 0/ 0) 29362176
6 unassi gned wmn 23895 - 28673 14. 00GB (4779/ 0/ 0) 29362176
7 unassi gned wmn 28674 - 33452 14. 00GB (4779/ 0/ 0) 29362176

partition> ~D

Example 2 - Using the format(1M) Command on SCSI-Attached Disks

The following example shows four disks attached to a server. Two internal disks are connected by means of controller O on targets O (cOt 0d0)
and 1 (cOt 1d0). Two external disks are connected by means of controller 3 on targets O (c3t 0d0) and 2 (c3t 2d0).

Example — f or mat (1M) Command for SCSI-Attached Disks



# format
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:
0. c0t0d0 <SUN9. OG cyl 4924 alt 2 hd 27 sec 133>
/ sbus@lf, 0/ SUNW f as@, 8800000/ sd@, 0
1. cOt 1d0 <SUN2. 1G cyl 2733 alt 2 hd 19 sec 80>
/ sbus@lLf, 0/ SUNW f as@, 8800000/ sd@., O
2. ¢3t0d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLGC, i sp@, 10000/ sd@, O
3. ¢3t2d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@lf, 0/ QLCC, i sp@, 10000/ sd@, 0
Specify disk (enter its nunber): *1*
sel ecting cOt1d0
[di sk fornmatted]
Warning: Current Disk has nounted partitions

FORMVAT MENU:
di sk - select a disk
type - select (define) a disk type
partition - select (define) a partition table
current - describe the current disk
f or mat - format and anal yze the disk
repair - repair a defective sector
| abel - wite label to the disk
anal yze - surface anal ysis
def ect - defect |ist nanagenent
backup - search for backup |abels
verify - read and display |abels
save - save new disk/partition definitions
inquiry - show vendor, product and revision
vol nanme - set 8-character volunme nane
<cnmd> - execute <cnd>, then return
qui t

format > par

PARTI TI ON MENU
0 - change "0" partition
- change "1" partition
- change "2" partition
- change "3" partition
change "4" partition
- change "5" partition
- change "6" partition
- change "7" partition
sel ect - select a predefined table
nodify - nodify a predefined partition table

~NOoO b WNPRE
'

nane - name the current table

print - display the current table

label - wite partition nap and | abel to the disk
<cmd> - execute <cnd>, then return

qui t

partition> pri
Current partition table (original)
Total disk cylinders available: 2733 + 2 (reserved cylinders)

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 var wm 0 - 2732 1.98GB (2733/0/0) 4154160
1 unassi gned wm 0 0 (0/0/0) 0
2 backup wm 0 - 2732 1.98GB (2733/0/0) 4154160
3 unassi gned wm 0 0 (0/0/0) 0
4 unassi gned wm 0 0 (0/0/0) 0
5 unassi gned wm 0 0 (0/0/0) 0
6 unassi gned wm 0 0 (0/0/0) 0
7 unassi gned wm 0 0 (0/0/0) 0

partition> q

Verifying Disk Space



The software requires a disk cache consisting of redundant arrays of inexpensive disks (RAID) devices, JBOD ("just a bunch of disks") devices, or
both. It also requires a certain amount of disk space in the / (root), / opt, and / var directories. The actual amount needed varies depending
on the packages you install.

The following table shows the minimum amount of disk space required in these various directories.

Table — Minimum Disk Space Requirements

Directory SAM (Archiving and File System) = QFS (File System Only) SAM-QFS Manager
| (root) directory = 2 Mbytes 2 Mbytes 25 Mbytes

/ opt directory 21 Mbytes 8 Mbytes 5 Mbytes

/ var directory 4 Gbytes 1 Mbyte 2 Mbytes

[ usr directory 2 Mbytes 2 Mbytes 7 Mbytes

/ t mp directory 0 Mbytes 0 Mbytes 200 Mbytes

) Note-

The space requirements for the / var directory take into account the fact that the archiver data directory, the archiver queue
files, and the log files are written to the / var directory.

How to Verify Disk Space

The following procedure shows how to verify whether there is enough disk space on your system to accommodate the SUNWsanf su and
SUNWsant sr software packages.

1. Run the following command to verify that at least 2 Mbytes are in the avai | column for the / directory.

# df -k /

Fi |l esystem kbytes used avai |l capacity Mount ed on
/ dev/ dsk/ cOt 1dosO 76767 19826 49271 29% /

2. Run the following command to verify that at least 21 Mbytes are in the avai | column for the / opt directory.

# df -k /opt

Fil esystem kbytes used avai |l capacity Mounted on
/ dev/ dsk/ cOt 1dos4 192423 59006 114177 35% / opt

3. Verify that at least 6 Mbytes are available in the / var directory.
A quantity of 30 Mbytes or more is recommended to allow for the growth of log files and other system files.

4. If each directory does not have enough room for the software, repartition the disk to make more space available to each file system.
For information about how to repartition a disk, see your Sun Solaris system administration documentation.

Preparing Hardware for Archiving

Verifying Archive Media

If you plan to perform disk archiving (to archive to disk space in another file system), verify the following:

® The host system to which the disks are attached has at least one file system created that is compatible with the SAM-QFS software.
® The disk has enough space available to accommodate the archive copies.

If you plan to archive to removable media devices, your environment must include the following:

® At least one removable media device for archiving files. This device can be a single tape or optical drive, or it can be multiple devices,
such as the drives within an automated library.

® Tape or magneto-optical cartridges to which archive files can be written. For most SCSl-attached and FC-attached libraries, the



SAM-QFS software supports only one media type. If you have a tape library that can be partitioned logically into two or more libraries,
you can have one media type in one logical library and a different media type in another. The SAM-QFS software records the cartridges
used for each library in a library catalog. You cannot mix the tape media types in a library catalog, so plan to use only one media type
per library or logical library.

The SAM-QFS environment supports a wide variety of removable media devices. You can obtain a list of currently supported drives and libraries
from your Sun Microsystems sales or support staff.

To make sure that your devices are attached and enumerated in an easily retrieved list, perform one or both of the following procedures:

® |f your removable media devices are not attached to your server, perform the procedure in Verifying Archive Media.
® Enumerate your devices using the instructions in Creating a List of Devices. You will use this list again in Installing the Software
Packages.

How to Attach Removable Media Devices

The following steps are general guidelines for attaching removable media hardware to a server. For explicit instructions on how to connect
these peripherals to a server, refer to the hardware installation guide supplied by the vendor with the automated library and drives.

. Ensure that you are on a console connection to the server.

. Power off the server.

. Ensure that the removable media devices and the disks to be used for the Sun QFS file system are connected and properly addressed.

. If you have libraries attached to the host system through a SCSI interface, ensure that the SCSI target IDs are unique for each SCSI
initiator (host adapter).
Avoid setting SCSI target IDs for peripherals to IDs that are already in use. In addition, if you are using a SCSI host adapter with a
previously attached disk drive, any additional peripheral connected to this bus must have a different ID. Typically, the initiator uses ID 7,
and the internal disk drive uses ID 3 for SPARC systems and ID 0 for UltraSPARC systems.

5. Power on the peripherals according to the manufacturer's recommended sequence.

Typically, you power on the outermost peripherals first, working toward more central components in sequence.
6. Disable autobooting.
At the >0k prompt, type the following command to disable autobooting:

A W N =

8. Do one of the following:
® |If you have libraries attached to the host system through a SCSI interface, use the pr obe- scsi -al | command to conduct an
inventory of target IDs and logical unit numbers (LUNs) for each device connected to the host system. Save the output. You
will use the information in this output for the next procedure, Creating a List of Devices.
For example:

{0} ok probe-scsi-all
/ pci @, 400/ scsi @, 1

| Target 0
i Unit O Renmovabl e Device type 8 STK 9730 1700 i
Target 1
Unit O Renovabl e Tape type 7 QUANTUM DLT7000 2565
i Target 2 i
i Unit 0 Renpvable Tape type 7 QUANTUM DLT7000 2565 i
i /pci@f, 4000/ scsi @ §
i Target O i
Unit O Di sk SEAGATE ST318404LSUN18G 4207
| Target 6
Unit O Renovabl e Read Only device TOSHI BA XM6201TASUN32XCD1103

® |f libraries or tape drives are attached to the host system through an FC interface, conduct an inventory of target IDs and LUNs
for each device connected to the host system. Save the output. You will use the information in this output for the next
procedure, Creating a List of Devices.
For example:



{0} ok show devs

| /SUNWTfb@e, 0

{ /SUNWU traSPARC | | @, 0

i /SUNW U traSPARC-| | @, O
/counter-tinmer@f, 1c00

i /pci @f, 2000

i [ pci @f, 4000

i /virtual - menory

[ menory@, a0000000

i /aliases

i /options

;[ openprom

i [/chosen

! Ipackages

i /pci @f, 2000/ SUNW gl c@

i/ pci @f, 2000/ SUNW gl c@/ f p@, O
/ pci @f, 2000/ SUNW gl c@/ f p@, 0/ di sk
i I pci @f, 4000/ SUNWi f p@

! /pci @f, 4000/ scsi @, 1

i /pci @f, 4000/ scsi @

!/ pci @f, 4000/ networ k@, 1

i/ pci @f, 4000/ ebus@

i Ipci @f, 4000/ SUNWi f p@/ ses

¢ {0} ok select /pci@f, 2000/ SUNW gl c@l
! {0} ok showchildren

LiDHA LUN --- Port WW --- ----- Di sk description -----

2 7e 0 500104f00041182b STK L700 0236
7c 7e 0 500104f00043abfc STK 9840 1.28
7d 7e 0 500104f00045eeaf STK 9840 1.28
6f 7e 0 500104f000416304 |BM ULT3580- TD1 16E0
6e 7e 0 500104f000416303 |BM ULT3580- TD1 16E0

If the server does not acknowledge all the known devices (disk drives, tape or optical drives, the automated library, and so on),
check the cabling. Do not proceed until all devices appear when probed.

9. Reenable autobooting, and then boot the system:

i >0k setenv auto-boot? true :
i >0k *boot* i

10. Review system files.
Review the following files:
® /var/adnm nessages to ensure that all devices were recognized
® /dev/rnt for expected tape devices
® /dev/dsk and/ dev/ rdsk for expected disks
Due to special driver requirements, no device information appears in / var / adnf messages for magneto-optical devices or
libraries until after you install the SAM-QFS software packages.
11. Disable autocleaning and autoloading.
If your automated library supports autocleaning or autoloading, disable those features when using that library with the Sun Storage
Archive Manager software. Consult the documentation from your library's manufacturer for information about disabling autocleaning
and autoloading.

) Note-

The only times you can use autoloading are during the initial loading of cartridges and when the SAM-QFS software
is not running. Remember to disable autoloading when the SAM-QFS system is running.

Creating a List of Devices

The devices that you intend to use must be attached and recognized by the server upon which you intend to install the SAM-QFS software. To
configure the SAM-QFS software, you need to know the following about your devices:

® The device type, manufacturer, and model number.
® The mechanism by which the device is attached to the server. You can attach devices in one of the following ways:



® Drives can use either a SCSI attachment or an FC attachment. Each drive accepts either tape cartridges or magneto-optical
cartridges.
For SCSl-attached drives, you need to know each drive's SCSI target ID and logical unit number (LUN).
For FC-attached drives, you need to know each drive's LUN and node World Wide Name (WWN).

® Automated libraries can use a SCSI attachment, an FC attachment, or a network attachment.
Libraries that use SCSI or FC attachments are called direct attached libraries. For SCSl-attached libraries, you need to know
each library's SCSI target ID and LUN. For FC-attached libraries, you need to know each library's LUN and node WWN.
Libraries that use a network attachment are called network attached libraries. You cannot configure network attached libraries
in the existing system configuration files; instead, you must create a parameters file for each network attached library. This is
explained later in the installation process.

How to Create a List of Devices

Fill in the following table to include the name, manufacturer, model, and connection types for each device that you want to include in your
SAM-QFS environment. Retain this list for use again later in the configuration procedure.

Device Name, Manufacturer, and Model = Target ID LUN | Node WWN
SCSl-attached tape drives
Not applicable
Not applicable
Not applicable
FC-attached tape drives
Not applicable
Not applicable
Not applicable
SCSl-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
FC-attached magneto-optical drives
Not applicable
Not applicable
Not applicable
SCSl-attached automated libraries
Not applicable
Not applicable
Not applicable
FC-attached automated libraries
Not applicable
Not applicable

Not applicable

Obtaining the Release Files

Make sure that you have a copy of the release software. You can obtain the Sun SAM-QFS software from the Sun Download Center or on a



CD-ROM. Contact your authorized service provider (ASP) or your Sun sales representative if you have questions on obtaining the software.
After the release, upgrade patches are available from Sun Solve.

', Caution -
If you have not read the Release Notes, do so before you continue.

How to Obtain the Software From the Sun Download Center

1. Go to the downloads page.
2. Select the SAM-QFS or Sun QFS software package you want to receive.
3. Follow the instructions on the web site for downloading the software.

Software Licensing

You must agree to all binary and right-to-use (RTU) software license agreements before you install either the Sun QFS or the Sun SAM software.

Setting Up the Network Management Station

Perform this procedure if you want to monitor your configuration through Simple Network Management Protocol (SNMP) software.

You can configure the Sun SAM-QFS software to notify you when potential problems occur in its environment. The SNMP software manages
information exchange between network devices such as servers, automated libraries, and drives. When the Sun SAM-QFS software detects
potential problems in its environment, it sends information to a management station, which enables you to monitor the system remotely.

The management stations you can use include the following:

Sun Storage Automated Diagnostic Environment (StorADE)
Sun Management Center (Sun MC)

Sun Remote Server (SRS)

Sun Remote Services Net Connect

If you want to enable SNMP traps, make sure that the management station software is installed and operating correctly before installing the Sun
SAM-QFS software. Refer to the documentation that came with your management station software.

The types of problems, or events, that the SAM-QFS software can detect are defined in the SAM-QFS Management Information Base (MIB). The
events include errors in configuration, t apeal ert (1M) events, and other atypical system activity. For complete information about the MIB, see
/var/ snnp/ m b/ SUN- SAM M B. mi b after the packages are installed.

The SAM-QFS software supports the TRAP SNMP (V2c) protocol. The software does not support GET- REQUEST, GETNEXT- REQUEST, and
SET_REQUEST.

Release Package Contents, Directories, and Files

Release Package Contents

The Sun Storage Archive Manager (SAM-QFS) and Sun QFS software packages are in Sun Solaris pkgadd(1M) format. These packages reflect the
Sun Solaris version for the platform on which you will be installing the software.

The following table shows the release package names.

Table — Release Package Names

Installed Package = Description

SUNWYf st Sun QFS (file system only) software packages
SUNWf su


http://sunsolve.sun.com
http://www.sun.com/software/download/sys_admin.html

SUNWsanf sr SAM-QFS (archiving and file system) software packages
SUNWanf su

SUNW sngr r SAM-QFS Manager software packages; Run the f sngr _set up script to install
SUNW sngr u

SUNWsanf swm  WORM-FS support packages

The releases are identified using characters arranged in the following format:
major U update . patch

The U stands for "update" in this format.

In the patch number field, a number between 1 and 99 indicates a patch release, and a letter from A through Z indicates pre-release software.
The base release of a first feature release of a major release might not contain a patch level.

For example:
® 4U0 is release 4, update 0, a major release with no minor release revisions and no bug fixes.
® 4U2 is release 4, update 2, a minor release.
® 4U2.1 is a patch release that contains software fixes for a major or minor release. This number appears in the patch's README file.

Directories and Files Created

This section describes the directories and files associated with the Sun QFS and SAM-QFS products. You can obtain additional information about
the files in this section from the man pages after the software is installed.

Directories Created at Installation
The following table lists the directories created when the software packages are installed.

Table — Directories Created

Directory Content

/ dev/ sanst Device driver special files (only when SAM-QFS packages are installed).
letc/fsl/sanfs Commands specific to the software.

/ et c/ opt/ SUNWsant s Configuration files.

/ etc/ opt/ SUNWsanf s/ scri pts @ Site-customizable scripts.

/ opt / SUNWsant s/ bi n User command binaries.
/ opt / SUNWsanf s/ cl i ent Files for remote procedure call API client.
/ opt / SUNWsanf s/ doc Documentation repository for any informational files included in the release. The README file, which

summarizes the installed release's features, is included in this directory.

/ opt / SUN\Wsanf s/ exanpl es Various example configuration files.

/ opt/ SUN\Wsanf s/ i ncl ude APl include files.

/opt/ SUNWsanfs/lib Relocatable libraries.

/ opt / SUN\Wsanf s/ man Man pages.

/var/snnp/m b Standard MIB files and product MIB (SUN- SAM M B. ni b).
/ opt / SUNWsanf s/ shi n System administrator commands and daemon binaries.

/ opt / SUNWsanf s/ sc Sun Cluster binaries and configuration files.

/ opt / SUNW sngr/ bi n SAM-QFS Manager administrator commands.

/ opt / SUNW sngr / doc SAM-QFS Manager online documentation repository.

/var/ opt / SUNWsant s Device catalogs, catalog trace file, log files, and archiver data directory and queue files.



Files Created at Installation

The following table lists miscellaneous files created when the software is installed.

Table - Files Created - Miscellaneous

File

/ etc/ opt/ SUNWsanf s/ i nquiry. conf

/ et c/ sysevent/ confi g/ SUNW SUN\Wsanf s, sysevent . conf

/ kernel / drv/ and64/ samai o

/ ker nel / dr v/ and64/ sami oc

/ kernel / drv/ and64/ sanst

/ kernel / drv/ samai o. conf
/ kernel / drv/ sam oc. conf
/ kernel / drv/ sanst . conf

[ kernel / drv/ sparcv9/ samai o

/ kernel / drv/ sparcv9/ sam oc

/ kernel / drv/ spar cv9/ sanmst

/ kernel / f s/ and64/ sanf s

/ kernel / fs/ sparcv9/sanfs
/var /| og/ webconsol e/ host . conf
/var/opt/ SUN\Wsanfs/faults

/var/ sadm sanqf sui / f sngr _uni nstal |

/ opt/ SUNWsanf s/ sc/ et ¢/ SUNW gf s

lusr/cluster/lib/rgmrtreg/ SUNWQfs

Description

Vendor and product identification strings for recognized SCSI devices (
only when SAM-QFS packages are installed).

Solaris system event handler configuration file.

File system asynchronous 1/0 pseudo-driver (64-bit version for x64
platforms).

Sun Solaris 64-bit file system interface module (for x64 platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for x64 platforms).

Configuration file for samai o.
Configuration file for the sam oc module.
Configuration file for the sanst driver.

File system asynchronous 1/0 pseudo-driver (64-bit version for SPARC
platforms).

Sun Solaris 64-bit file system interface module (for SPARC platforms).

SAM-QFS driver for SCSI media changers and optical drives for tape
drives (64-bit version for SPARC platforms).

Sun Solaris 64-bit file system module for the x64 platform.
Sun Solaris 64-bit file system module for SPARC platforms.
SAM-QFS Manager configuration file.

Faults history file.

Software for removing SAM-QFS Manager and its supporting
applications.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

Sun Cluster configuration file created only in the presence of Sun
Cluster software.

The file system has dynamically loadable components that are stored in the Sun Solaris / ker nel directory. You can use nodi nf o(1M)
command to determine the modules that are loaded. Typically, the kernel loads the file system module at boot time. Alternatively, you can load
the file system module when the file system is first mounted after the Sun software is installed.

Fault Notification Files

After the software is installed, it creates files that it uses for fault notification. The following table lists these files. When the software detects
faults serious enough to merit user attention, the software uses these trap and log files to convey fault information through the SAM-QFS

Manager software.

Table - Files Created - Fault Notification

File Description

/ et c/ opt/ SUNWsanf s/ scri pts/sendtrap Sends trap information.



/ opt/ SUN\Wsanf s/ sbin/fault_I og Records faults.
/ opt / SUN\Wsanf s/ sbi n/tapeal ert _| og Records t apeal ert (1M) faults (only when SAM-QFS packages are installed).

/ opt/ SUNWsanf s/ sbin/tapeal ert _trap  Sendstapeal ert (1M) traps (only when SAM-QFS packages are installed).

The software creates these files with the following permissions:

', Caution -
Do not change these file permissions.
If execute permissions are lost, for example, the system writes messages such as the following to / var / adnf nessages:

SUNW SUNWsanf s, sysevent. conf, linel: no execute access to
i/ opt/ SUN\Wsanf s/ sbin/tapealert_trap - No such file or directory. i

Site Files
The configuration procedures elsewhere in this information direct you to create several site-specific files. The software uses these site files.

) Note-

Your site's configuration files must contain ASCII characters only.

You must create the master configuration ncf file at your site in order to use the Sun SAM-QFS software. For more information about the
/et c/ opt/ SUNWsanf s/ ncf file, see About the Master Configuration File and the ncf (4) man page.

If you are using the archiver and file system features, you might also create all the files shown in the following table. If you are using only file
system features, you might only create the first two files.

Table — Optional Site Files

File Description
/ et c/ opt/ SUNWsanf s/ sanfs. cnd File system mount parameter command file. For more information, see the sanf s. cnd(4)
man page.

/ et c/ opt/ SUNWsanf s/ def aul ts. conf = Miscellaneous default values. For more information, see the def aul t s. conf (4) man page.

/ etc/ opt/ SUNWsanf s/ archi ver.crmd | Archiver command file. For more information, see the ar chi ver . cnd(4) man page, or
Configuring the Archiver.

/ et c/ opt/ SUNWsanf s/ previ ew. cnd Previewer command file. For more information, see Configuring the Stager and the
previ ew. cnd(4) man page.

/etc/opt/ SUNWsanf s/ recycl er.cmd  Recycler command file. For more information, see Configuring the Recycler and the
recycl er. cnd(4) man page.

/etc/opt/ SUNWsanfs/rel easer.cnd | Releaser command file. For more information, see About Releasing and the r el easer . cnd(4)
man page.

Modified System Files

During installation, the software adds information to certain Solaris system files. These system files are ASCII text files. The Solaris OS uses these
files to identify loadable kernel modules by number rather than by name.

The software adds information to the following files:



® /etc/nane_to_nmajor
The SAM-QFS software uses this file to map drivers to major numbers. The sanst and sant d major numbers can vary, depending on
the major numbers in use by the Solaris OS. The system adds the following lines to this file:

sanst 63
sanrd 64
{ samioc 236
samai 0 237

® /etc/security/auth_attr
This file is the authorization description database. The system adds the following lines to this file:

# File System Manager Authorizations
com sun. netstorage. fsngr.config:::File System Manager Al Access::
com sun. net st orage. fsngr. operator. nedi a::: File System Manager Media
! Rel ated Operation Access:: i
com sun. netstorage. fsngr.operator.samcontrol :::File System Manager
| Start/Stop/ldle Archiving Access::
i com sun. netstorage. fsngr.operator.file:::File System Manager File :
i Level Qperation Access:: ;
! comsun. netstorage. fsngr.operator.filesystem::File System Manager i
i FileSystem Level Operation Access:: :

® /etc/user_attr
This file is the extended user attributes database used by SAM-QFS Manager.

root::::profil es=\eb Consol e Managenent, Al | ; aut hs=
Sol aris. *,solaris.grant,*com sun. netstorage. fsngr.**;
lock_after_retries=no

® /etc/inittab
The system adds the following line to this file:

Installing Sun QFS

Complete the tasks below if this is the initial installation of the Sun QFS (file system only) software packages at your site.

® To upgrade Sun QFS software on an existing server, see Upgrading QFS and SAM-QFS.
® To install the software in a Sun Cluster environment, you must also follow the additional instructions in Using SAM-QFS With Solaris
Cluster.

) Note

You must be logged in as superuser to complete the installation tasks.
Installing QFS involves many of the same steps as installing SAM-QFS, except that you do not configure the archiving storage
devices.

Before You Begin
® |f you are not already familiar with the QFS file system, read the File System Overview.

® Before you follow the detailed installation steps below, check the hardware and software requirements as explained in
Preparing for Installation.

Installation Overview Task Map



Depending on the the features that you need to support, you must complete several of the following procedures.

Step Task Description

1 Add the software packages. Install the appropriate packages for your needs. Also see Release Package Contents.

2 Configure pat h and manpat h Configure the environment variables for access to commands and man pages.
variables.

3 (Optional) Install and configure This task is needed only if you want to use a browser to configure file systems.

SAM-QFS Manager.

Configure the file system Define the master configuration file ncf .
environment.

Configure file system mount Define the / et c/ vf st ab and sanf s. cnd files.

parameters.

Initialize the environment. Initialize SAM-QFS and mount the file systems.

(Optional) Configure shared file If applicable to your environment, complete the configuration tasks specific to a shared Sun
systems. QFS environment (see Configuring a Shared File System).

(Optional} Configure high-availability = If applicable to your environment, complete the configuration tasks specific to a Sun Cluster
for your file systems. environment (see Using SAM-QFS With Solaris Cluster).

Installing the Software Packages

The Sun QFS and Sun Storage Archive Manager (SAM-QFS) software uses the Sun Solaris packaging utilities for adding and deleting software.
The pkgadd(1M) utility prompts you to confirm various actions necessary to install the packages.

Table — Release Package Names

Installed Package = Description

SUNWf sr Sun QFS (file system only) software packages
SUNWf su

SUNWsanf sr SAM-QFS(archiving and file system) software packages
SUNWanf su

How to Add the Packages

1.
2. Use the cd command to go to the directory where the software package release files reside.

Become superuser.

You obtained the release files as described in Obtaining the Release Files. Changing to the appropriate directory differs, depending on
your release media, as follows:
® |f you downloaded the release files, go to the directory to which you downloaded the files.
® |f you obtained the release files from a CD-ROM, go to the directory on the CD-ROM that corresponds to your operating
system version.

. Use the pkgadd(1M) command to add the appropriate packages, based on the features that you need to support:

® For archiving to a local or shared file system, install the SUN\Wsanf sr and SUNWsanf su packages.
® To support just a local or shared file system (no archiving), install the SUNW4f sr and SUNWgf su packages.
For example:

........................................................................................................................................................

# pkgadd -d . SUNWsanfsr SUNWsanf su

. When prompted to define an administrator group, select yes or y to accept the default (no administrator group), or select no or n if

you want to define an administrator group.
You can reset permissions on certain commands later by using the set _adm n(1M) command. For more information about this
command, see Adding the Administrator Group or the set _admni n(1M) man page.



5. Examine the SAM-QFS installation log file / t rp/ SAM_i nst al | . | og.
This file should show that the pkgadd(1M) command added the SUN\Wsanf sr and SUNWsanf su software packages. Verify that the
SAM-QFS sanst driver is also installed. If all files installed properly, the following message appears:

How to Set Up PATH and MANPATH Variables

To enable access to the commands and man pages for the Sun QFS and SAM-QFS commands, you must modify your PATH and MANPATH
environment variables.

1. For users who will need to access the user commands, such as sl s(1), add / opt / SUN\Wsanf s/ bi n to the users' PATH variables.
2. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shells, change the PATH and MANPATH variables in the . prof i | e file and export the variables.
The following example shows how your . pr of i | e file might look after editing.

PATH=$PATH: / opt / SUNWsanf s/ bi n: / opt / SUN\Wsanf s/ shi n
MANPATH=$MANPATH: / opt / SUNWanf s/ man
export PATH MANPATH

........................................................................................................................................................

® |n the C shell, edit the . | ogi n and . cshr c files.
The pat h statement in your . cshr ¢ file might look like the following example:

setenv MANPATH /usr /| ocal / man: opt / SUNWpr o/ man: / SOPENW NHOVE/ \
shar e/ man: / opt / SU\Wsanf s/ man

Configuring the File System Environment

Each SAM-QFS software environment is unique. The system requirements and hardware differ from site to site. SAM-QFS environments support
a wide variety of tape and optical devices, automated libraries, and disk drives. The system administrator at your site must set up the specific
configuration for your environment.

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ntf, defines the equipment topology managed by the SAM-QFS software. This file
specifies the devices, automated libraries, and file systems included in the environment. You assign each piece of equipment a unique
Equipment Identifier in the ntf file.

You can edit the ntf file in either of two ways:

® By using the SAM-QFS Manager interface to configure archiving and file system devices. When you create a file system using SAM-QFS
Manager, it creates an ncf file in / et ¢/ opt / SUNWsanf s/ ncf that contains a line for each device and family set of the file system.

® By directly editing the ntf file using a text editor.
The ncf file has two kinds of entries:

® File system device entries for disk devices. In the ntf file, you organize them into one or more file systems.
® Removable media device entries that you can organize into family sets. The ncf file contains information that enables you to identify
the drives to be used and associate them with the automated libraries to which they are attached.

For detailed information about ntf file structures and contents, see About the Master Configuration File.



Example ncf files are installed in / opt / SUN\Wsant s/ exanpl es. Several example ntf file configurations are also provided in Examples of ncf
Files.

The following sections provide examples and describe activities related to creating and maintaining the ntf file.

How to Create the Master Configuration File (mcf) Manually

® Use vi(1) or another editor to create the / et ¢/ opt / SUNWsanf s/ ncf file.
For detailed information about the contents of the ntf file, see About the Master Configuration File.

@ You can copy an example ncf file from / opt / SUN\Wsanf s/ exanpl es or from the examples in Examples of ntf
Files.

When you create the ntf file, follow these guidelines:

Delimit the fields in each line with spaces or tabs.

Begin each comment line entered into this file with a pound sign (#).
Use a dash (-) to indicate optional fields that are omitted.

The following example shows the ntf file fields.

o# i
# Sun Storage Archive Manager file system configuration i
Co# E
! # Equi prent Equip Equip Fam Dev Addi ti onal :
i # ldentifier Od Type Set State Paraneters :
e meee e e :

The ncf file can contain both comment lines and lines that pertain to a device. The types of lines that can pertain to a device
are as follows:

Family set parent identifiers and family set devices
Family set member devices
Stand-alone devices

Identifying Peripherals Using the /var/adm/messages File

When your system boots, a series of messages is written to / var / adm messages. These messages identify the Sun Solaris hardware path to
each of the peripherals on your system. You can use this information to create the ntf file. To display information from the latest system
reboot, search backward from the end of the file.

As the following example shows, each SCSI peripheral has three lines. The sixth field, sanst 2, indicates that these lines are associated with each
other.

Example — SCSI Peripheral Lines in the / var / adm messages File

# tail -200 /var/adm nessages | nore

Aug 23 11:52:54 baggins uni x: samst2: Vendor/Product ID = HP CL716T

Aug 23 11:52:54 baggi ns uni x: sanst2 at espO: target 2 lun O

Aug 23 11:52:54 baggins unix: samst2 is

/i onmu@, 10000000/ sbus @, 10001000/ espdnma@, 8400000/ esp@, 8800000/ sanst @, 0

The first line displays the vendor and product information that the SCSI peripheral reported to the Sun Solaris kernel.

The second line displays the SCSI bus, SCSI target ID, and LUN of the peripheral.

The third line displays the peripheral's hardware path. This path is reflected in the / devi ces directory. Symbolic links (symlinks) to the
/ devi ces directory are set up in the / dev/ st,/ dev/ sanst, and / dev/ r nt directories. Note that the third line wraps to the next
line.

Matching the symbolic link to the correct peripheral is the key to configuring a Sun Storage Archive Manager environment. Use the | s(1)
command with the - | option in both the / dev/ st, / dev/ sanst and / dev/rnt directories to display the path name of the peripheral.

You might also want to set up the "device down" notification script at this point. The dev_down. sh(1M) man page contains information about



setting up this script, which sends email to root when a device is marked down or of f. For more information, see the dev_down. sh(1M) man

page.

How to Verify the mcf File

If you created your ntf file manually, use the sam f sd(1M) command to verify the file.

If you created your ntf file using SAM-QFS Manager, you do not need to verify its syntax.

If the ncf file is free of syntax errors, the sam f sd(1M) output includes information about the file systems, archiving, and other
system information. If the ntf file contains syntax or other errors, however, the output is similar to the following example.

# samfsd

13: /dev/dsk/clt 1d0s0O 10 nd sanfsl on / dev/rdsk/ clt 1d0s0O

*** Error in line 13: Equi pnent nane '/dev/dsk/clt1d0s0' already in use by eq 10
72: /dev/rnt/3cbn 45 ug 11000 on

*** Error in line 72: Equi pnent nane '/dev/rnt/3cbn' already in use by eq 44
2 errors in '/etc/opt/ SUN\Wsanf s/ ncf'
sam fsd: Read ncf /etc/opt/SUNWanfs/ncf failed.

If the ncf file has errors, return to Setting Up the Environment Configuration and refer to the ntf (4) man page for information about
creating this file. You can also refer to Examples of ntf Files.

':@" How to Create an mcf File Using SAM-QFS Manager

Before You Begin

When you configure QFS file systems using the SAM-QFS Manager software, it creates or edits the appropriate configuration files, including the
ncf file, on that server. You can use either SAM-QFS Manager or the CLI to further edit these files later.

) Note-

Steps

If you want to use SAM-QFS Manager to configure your archiving environment and you want to include network attached
libraries (excluding STK Libraries) in this configuration, you must create your parameters file before you create the ntf file.
For information about creating a parameters file, see Creating Parameters Files for Network Attached Automated Libraries.
You can add a StorageTek ACSLS network library in the SAM-QFS Manager without creating the parameters file. The
application automatically generates the parameters file for you when you add the library in the Library Summary Page.

. From your web browser, log in to the SAM-QFS Manager as an administrator user.
. Expand the Getting Started section and choose First Time Configuration.
. In section 2, click Create a File System.

The New File System wizard is displayed.

. Follow the steps for creating a new file system.

When you have completed this process, the ntf file is created. For more information, see the SAM-QFS Manager online help.

Setting Up Mount Parameters

Use the procedures in this section to specify mount parameters for the file system.

You can specify mount parameters in the following ways:

Using the mount (1M) command. Mount options specified here override those specified in the / et ¢/ vf st ab file and in the
sanfs. cnd file.

In the / et ¢/ vf st ab file. Mount options specified here override those specified in the sanf s. cnd file.

In the sanf s. cnd file.

For a list of available mount options, see the nount _sanf s(1M) man page.



Updating the /etc/vfstab File and Creating the Mount Point

This section describes how to edit the / et c/ vf st ab file.

The following table shows the values you can provide in the fields in the / et c/ vf st ab file.

Table — / et ¢/ vf st ab File Fields

Field Field Title and Content

1 Device to Mount. The name of the file system to be mounted. This value must be the same as the file system's Family Set name
specified in the ntf file.

2 Device to f sck(1M). Must be a dash (- ) character, which indicates that there are no options. This character prevents the Solaris
system from performing an f sck(1M) process on the file system. For more information about this process, see the f sck(1M) or
sanf sck(1M) man page.

3 Mount Point, for example, / sanf s1.

4 File System Type. Must be sanf s.

5 f sck(1M) Pass. Must be a dash (- ) character, which indicates that there are no options.
6 Mount at Boot. Either yes or no.

® Specifying yes in this field indicates that the Sun Storage Archive Manager file system is to be mounted automatically at boot
time.

® Specifying no in this field indicates that you do not want to mount the file system automatically.
For information about the format of these entries, see the mobunt _sanf s(1M) man page.

7 Mount Parameters. A list of comma-separated parameters (with no spaces) that are used in mounting the file system. You can specify
mount options on the mount (1IM) command, in the / et ¢/ vf st ab file, or in a sanf s. cnd file. Mount options specified on the
nount (1M) command override those specified in the / et c/ vf st ab file and in the sanf s. cnd file. Mount options specified in the
/ et c/ vf st ab file override those in the sanf s. cnd file. For a list of available mount options, see the mount _sanf s(1M) man page.

When you create a file system using SAM-QFS Manager, a default / et ¢/ vf st ab file is created. However, mount options specified in SAM-QFS
Manager are written to the sanf s. cnd file rather than to the / et ¢/ vf st ab file. For more information, see Creating and Editing the
sanf s. cnd File.

To edit the mount options in the / et c/ vf st ab file, use the following procedure, How to Update the /etc/vfstab File and Create the Mount
Point Using a Text Editor.

How to Update the /etc/vfstab File and Create the Mount Point Using a Text Editor

The example in this task assumes that / sanf s1 is the mount point of the sanf s1 file system.

1. In the / et c/ vf st ab file, create an entry for each file system.
The following example shows header fields and entries for a local file system.

#DEVI CE DEVICE MOUNT FS FSCK  MOUNT MOUNT
#TO MOUNT TO FSCK PO NT  TYPE PASS AT BOOT PARAMETERS

sanfsl - /sanfsl sanfs - yes hi gh=80, | ow=60

2. Use the mkdi r (1M) command to create the mount point.
For example:

Creating and Editing the samfs.cmd File

You can create the / et ¢/ opt / SUN\Wsanf s/ sanf s. cnd file as the place from which the system reads mount parameters. If you are



configuring multiple file systems with multiple mount parameters, consider creating this file.

For more information, see the nount _sanf s(1M) man page.

'ﬁ" How to Create and Edit the samfs.cmd File Using SAM-QFS Manager

If you specify non-default mount options when creating a file system in SAM-QFS Manager, the sanf s. cnd file is created or updated with
those mount options.

Follow these steps to edit a file system's mount options:

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.
2. Select the radio button next to the file system whose mount options you want to edit.
3. From the Operations menu, choose Edit Mount Options.
The Edit Mount Options page is displayed.
4. Make your edits in the fields.
For more information about the fields on the Edit Mount Options page, see the File System Manager online help.
5. Click Save.
The new mount options are written to the sanf s. cmd file.

How to Create and Edit the samfs.cmd File Using a Text Editor
® Use vi (1) or another editor to create the sanf s. cnd file.

Create lines in the sanf s. cnd file to control mounting, performance features, or other aspects of file system management. For more
information about the sanf s. cnd file, see The samfs.cmd File or the sanf s. cnd(4) man page.

Initializing the Environment

This section tells you how to initialize the environment and the file system, and how to mount the file system.

How to Initialize the Environment

1. Use the sand(1M) conf i g command to initialize the archiving and file system environment.
For example:

# sand config

How to Initialize the File System

This procedure describes how to use the sammkf s(1M) command and the Family Set names that you have defined to initialize a file system.

lﬂ Note -

The samrkf s(1M) command sets one tuning parameter, the disk allocation unit (DAU). You cannot reset this parameter
without reinitializing the file system. For information about how the DAU affects tuning, see File Allocation Methods and the
sammkf s(1M) man page.

1. Use the samkf s(1M) command to initialize a file system for each Family Set name defined in the ncf file.

', Caution -
Running the sammkf s(1M) command creates a new file system. It removes all references to the data currently
contained in the partitions associated with the file system in the / et ¢/ opt / SUN\Wanf s/ ncf file.



The following example shows the command to initialize a file system with the Family Set name of sanf s1.

# sammkfs sanfsl

sammkfs: Configuring file system

Bui I ding "sanfsl1" will destroy the contents of devices:
/ dev/ dsk/ c2t 0d0s3
/ dev/ dsk/ c2t 0d0s7

Do you wish to continue? [y/N *y*

total data kil obytes = 16777728
total data kilobytes free = 16777152
#

The actual numbers returned vary from file system to file system.

Mounting the File System

The mount (TM) command mounts a file system and reads the / et ¢/ vf st ab and sanf s. cnd configuration files. For information, see the
mount _sanf s(1M) man page.

'ﬁ"' How to Mount the File System Using SAM-QFS Manager

1. On the Managed Hosts page, click the name of the server on which the file system is located.
The File Systems Summary page is displayed.

2. Select the radio button next to the file system that you want to mount.

3. From the Operations menu, choose Mount.

How to Mount the File System From the Command Line

1. Use the mount (1M) command to mount the file system.
Specify the file system mount point as the argument. For example:

'@' Tip -

#mount -F sanfs <fs_name> </ nount_poi nt >

2. Use the mount (1M) command with no arguments to verify the mount.
This step confirms that the file system is mounted and shows how to set permissions. The following example shows the output from a
mount (TM) command issued to verify whether example file system sanf s1 is mounted.

# mount

_<<< information del eted >>>_

/sanfsl on sanfsl read/wite/setuid/intr/largefiles/onerror=panic/dev=8001e3 on Thu Feb 5
11: 01: 23 2004

_<<< information deleted >>>_

3. (Optional) Issue the chnmpbd(1) and chown(1) commands to change the permissions and ownership of the file system's r oot directory.
Typically, this step is performed if this is the first time that the file system has been mounted. For example:



# chnod 755 /sanfsl
i # chown root:other /sanfsl

The page Upgrading SAM and QFS does not exist.

If you want to use the browser user interface to configure and manage your SAM-QFS environment, follow the instructions in this section.

About SAM-QFS Manager

The SAM-QFS Manager is a browser interface tool that enables you to configure, control, protect, and monitor the archiving and file systems in
your network from a central location. To access this central location, you can use the web browser on any host in your network.

The goal of the software is to provide a less complex way than command-line interface (CLI) commands to perform the most common archiving
and file system tasks.

By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on
how to add additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.

Installing SAM-QFS Manager

Perform the tasks in this section to install the SAM-QFS Manager software.

Verifying Requirements for SAM-QFS Manager

You can install the SAM-QFS Manager software in one of the following configurations:

® As a stand-alone management station to manage one or more SAM-QFS Manager hosts
® As additional software on the SAM-QFS Manager host

After the SAM-QFS Manager software is installed, you can invoke SAM-QFS Manager from any machine on the network that is allowed access to
its web server.

The host upon which you are configuring SAM-QFS Manager must meet the requirements described in the following sections.

Hardware Requirements

The minimum hardware requirements for the SAM-QFS Manager software are as follows:

SPARC 400-MHz (or more) CPU or x64 AMD CPU

1 gigabyte of memory

One 20-gigabyte disk

At least 250 Mbytes free space in / t mp

At least 100 Mbytes free space in / (the root partition)
One 10/100/1000Base-T Ethernet port

Browser Requirements

Ensure that your installation meets the following browser requirements:

® One of the following browsers, at the minimum level indicated, must be used to access the File System Manager software:
® Netscape™ 7.1 / Mozilla™ 1.7 / Firefox 1.5 on the Solaris OS or Microsoft Windows 98 SE, ME, 2000, or XP operating system
® |nternet Explorer 6.0 on the Microsoft Windows 98 SE, ME, 2000, or XP operating system
® You must enable JavaScript™ technology in your browser. Specific locations differ by browser. For example, in Firefox, go to the
Content section of the Preferences panel and confirm that the box next to Enable JavaScript is checked.
® |f you are upgrading from an earlier version of the SAM-QFS Manager software, you must clear the browser cache before using
SAM-QFS Manager for the first time.

Operating System Requirements



Make sure that the following minimum level of the Solaris OS is installed on the web server:

® Solaris 10 Update 6

Web Software Requirements

The SAM-QFS Manager installation packages include revisions of the following software at the minimum levels indicated:

® Java™ 2 Standard Edition version 1.5.0

® JavaHelp™ 2.0

® Java Studio Enterprise Web Application Framework (JATO) 2.1.2
® Tomcat version 4.0.5

During the installation procedure, you will be asked to answer questions. Based on your answers, the installation software can install the correct
revisions for you if the compatible revisions of these software packages are not present.

) Note-

SAM-QFS Manager is registered in the Sun Java Web Console and can coexist with other applications that use the same
console. The Java Web Console uses port 6789. This is an IANA-reserved port, so no application other than Java Web Console
should use this port.

How to Install SAM-QFS Manager

Before You Begin

Ensure that you have met the installation requirements described in Verifying Requirements for SAM-QFS Manager.
Steps

1. Log in to the server that you want to use as the SAM-QFS management station.
You can use the same server on which you installed the SUN\Vsanf sr and SUNWsanf su packages, or you can use a different server on
the same network.

2. Become superuser.

3. Go to the directory where the software package release files reside on your server.

4. Execute the f sngr _set up script to start the installation process.
For example:

5. Answer the questions as prompted by the f sngr _set up script.
During the installation procedure, you are asked questions about your environment.
The f sngr _set up script automatically installs the following:
® The SUNW sngrr package.
® The SUNW sngr u package.
The installation script prompts you to specify whether you want to install localized packages.
After installing the packages, the install software starts the Tomcat Web Server and enables logging.
6. Edit your system setup files to include the correct paths to commands and man pages.
® |n the Bourne or Korn shell, edit the . pr of i | e file, change the PATH and MANPATH variables, and export the variables.
The following code example shows how your . prof i | e file might look after editing.

PATH=$PATH: / opt / SUNW sngr/ bi n
MANPATH=$MANPATH: / opt / SUNW sngr / man
export PATH MANPATH

® |n the C shell, edit the . | ogi n and . cshr c files.
When you have finished editing, the pat h statement in your . cshr c file might look like the following line:



set env. MANPATH /usr/ | ocal / man: opt / SUNWspr o/ man: / $OPENW NHOVE/ \
i share/ man: / opt/ SUN\Wsanf s/ man: / opt / SUNW sngr / nan i

# ps -ef | grep rpchind

8. Examine the output from the preceding commands.
The output should contain a line similar to the following:

9. (Optional) Start the SAM-QFS Manager (f snrgmnt d) daemon.
If you did not choose to start the SAM-QFS Manager daemon automatically during the installation process, do one of the following:
® Type the following command to start the SAM-QFS Manager daemon and have it restart automatically every time the daemon
process dies. With this configuration, the daemon also automatically restarts at system reboot.

For more information, see the f smadm(1M) man page.

10. (Optional) Give additional users access to SAM-QFS Manager.
By default, the r oot user has privileges to perform all operations available from the SAM-QFS software. You can assign other users full
or partial access to SAM-QFS Manager operations.
To give an additional user access to SAM-QFS Manager, use the user add command. See How to Create Additional SAM-QFS User
Accounts and How to Assign Privilege Levels to SAM-QFS Users for information about adding users and assigning SAM-QFS Manager
user privilege levels.

How to Start SAM-QFS Manager

) Note-

Before you start SAM-QFS Manager, disable all pop-up blockers.

1. Log in to the server where SAM-QFS Manager is installed, or log in to any system that has network access to it.
2. If you upgraded from a previous version of the software, open the web browser and clear the browser cache.
3. From the web browser, start SAM-QFS Manager.



htt ps://<host nane>: 6789

For hostname, type the name of the host where the SAM-QFS Manager software is installed. If you need to specify a domain name in
addition to the host name, specify the hostname in this format: hostname. domainname. Note that this URL begins with ht t ps, not
http.

The Sun Java Web Console login page is displayed.

4. At the User Name prompt, type r oot or another valid user name.

) Note-

If you have upgraded the SAM-QFS Manager software from an earlier version, the samadm n user account is also
available. You may type samadmi n in the User Name field and then type the samadm n password to gain full access
to all SAM-QFS Manager operations.

5. At the Password prompt, type the password.

6. Click Log In.

7. In the Storage section of the Applications page, select SAM-QFS Manager.
You are now logged in to SAM-QFS Manager.

Configuring SAM-QFS Manager

After SAM-QFS Manager is installed, you can log in to the software using the r oot user name and the password for the management station.

The r oot login grants you full administrator privileges to configure, monitor, control, and reconfigure the devices in your SAM-QFS Manager
environment. Only the SAM-QFS Manager administrator should log in using the r oot login. All other users should log in using another user
name.

By default, SAM-QFS Manager is set up to manage the server on which it is installed. It can also be used to manage other servers running
SAM-QFS Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access. For instructions on adding
additional managed servers, see How to Add an Additional Server for SAM-QFS Manager Access.

How to Create Additional SAM-QFS User Accounts

You can create additional administrator and guest accounts at any time after the initial SAM-QFS Manager configuration. These guest accounts
are local to the management station.

If you remove the SAM-QFS Manager software, the removal scripts do not remove any additional accounts that you create manually. You must
use one or both of the following procedures to administer any accounts you add manually.

Steps

1. Outside of the browser interface, log in to the SAM-QFS management station as r oot .
2. Use the user add and passwd commands to add each user.
For example, to add a user with account name bobsmi t h, type the following:

# [usr/sbin/useradd bobsnith
# [usr/bin/passwd bobsmth

Each user account that you add in this way has read-only viewing privileges for SAM-QFS Manager functions. To add additional
privileges see How to Assign Privilege Levels to SAM-QFS Users.

How to Assign Privilege Levels to SAM-QFS Users

You can assign users full or partial access to SAM-QFS Manager functions.

1. Log in to the SAM-QFS management station as root.
2. To specify full or partial configuration privileges for a user, add the following line to the / et ¢/ user _at t r file.
account-name: : : : aut hs=privilege-level



® account-name is the name of the user's account.
® privilege-level is the level of authorization to assign to the user.
The following table lists the five levels of privileges you can assign to SAM-QFS Manager users.

Administrative Privilege Level Description
com sun. net storage. fsngr.config User has unlimited access.
com sun. net storage. fsngr. operator. nedi a User can add or remove libraries, add or remove

stand-alone drives, reserve volume serial names (VSNs),
import VSNs, load and unload VSNs, export VSNs, and so
on.

com sun. net st orage. f sngr. operat or. sam control  User can start, stop, or idle archiving operations.
com sun. net st orage. fsngr. operator.file User can start or stop staging, and can restore a file system.
com sun. net st orage. fsngr. operator.fil esystem | User can mount or unmount a file system, edit mount

options, and perform file system checks (f sck).

Example — Assigning Full Privileges to a User

To assign full privileges (privilege level com sun. net st or age. f sngr. confi g) for user account bobsmi t h, add the following line to the
/etc/user_attr file:

To assign bobsmi t h privileges only for staging and restoring file systems (privilege level com sun. net st or age. f sngr. operator.file)
and exporting, importing, and assigning VSNs (privilege level com sun. net st or age. oper at or . medi a), add the following line to the
/etc/user_attr file:

bobsmith::::auths=com sun. netstorage. fsngr.operator.file, comsun.netstorage.fsngr.operator. nmedia

How to Create a SAM-QFS Manager Account for Multiple Users

You can create a generic SAM-QFS Manager account that can be used by multiple users, and then add a role with privileges that only some of
those users can access.

1. Use the user add and passwd commands to add the account.
For example, to add a user account called guest for multiple users, type the following:

# [usr/sbin/useradd guest
i # [usr/bin/passwd guest H

2. Use the r ol eadd and passwd commands to add the role.
To create a role called adni n with special privileges within the guest account, type the following:

# /usr/sbin/rol eadd adnin
i # lusr/bin/passwd admin i

3. Specify the privilege levels in the / et ¢/ user _attr file.
To assign the admi n role privileges to restore and stage file systems, add the following lines to the / et c/ user _attr file:

¢ admin::::auths=com sun. netstorage. fsngr.operator.file :
i guest::::type=nornal;rol es=adm n :

In this example, when a user logs in as guest , SAM-QFS Manager prompts the user to select either No Role or Admin. If users know



the Admin role password, they can select Admin, provide the Admin password, and have privileges to restore and stage file systems. All
other users must select No Role and have read-only privileges.

Because multiple users with the same privilege level can be logged in to the software concurrently, one user's changes could potentially
overwrite another user's previous changes. To prevent this situation, develop policies about who can make changes and how to notify
others.

How to Add an Additional Server for SAM-QFS Manager Access

SAM-QFS Manager is set up by default to manage the server on which it is installed. It can also be used to manage other servers running Sun
Storage Archive Manager software, but those additional servers must first be configured to allow SAM-QFS Manager access.

1. Outside of the browser interface, use the t el net utility to connect to the server you want to add.
Login asroot.
2. Use the f smadm(1M) add command to add the SAM-QFS management station to the list of hosts that can remotely administer this
server.
Only hosts that are added to the list through this command can remotely administer the server.
For example:

3. To ensure that the SAM-QFS management station is successfully added, use the f smadm(1M) | i st command and verify that your
SAM-QFS management station is listed in the output.

4. Log in to the SAM-QFS Manager browser interface as an administrator user.

5. On the Servers page, click Add.
The Add Server window is displayed.

6. In the Server Name or IP Address field, type the name or the IP address of the new server.

7. Click OK.

How to Set the SAM-QFS Manager Session Timeout

The Java Web Console framework has a default session timeout of 15 minutes. The SAM-QFS Manager installation program changes the session
timeout to 60 minutes. You can change the session timeout to a different value, but to preserve security you should not set it to a value greater
than 60 minutes.

1. To change the session timeout value, enter the following command on the SAM-QFS management station:

Example — Changing the Session Timeout Value

To change the timeout value to 45 minutes, you would type:

Uninstalling the SAM-QFS Manager Software

For instructions on uninstalling the Sun QFS or SAM-QFS packages, see Removing the Existing Software.

How to Uninstall the SAM-QFS Manager Software

1. Log in to the server on which SAM-QFS Manager software is installed.
This is the host on which you ran the f sngr _set up script at installation time.
2. Become superuser.
3. Issue the following command to remove the SAM-QFS Manager software and all the applications that were installed with it:



This script prompts you to confirm removal of the Tomcat Web Server, JRE packages, and information pertaining to administrator and
user accounts.

End of Complete (Printable) Sun QFS 5.1 Installation Guide
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File System Overview

The Sun QFS file system is a configurable file system that presents a standard UNIX file system interface to users.

General File System Configurations

The Sun QFS file system can be used in several different configurations:

® Configured as a stand-alone file system on a single host



Configured as a shared file system, in which multiple hosts can write to and read from the file system

Configured as a multireader file system, in which only one host can write to the file system, but multiple host can read from the file
system

Configured with the Sun Storage Archive Manager (SAM-QFS) product to support archiving features

Configured with the Sun Cluster product for failover and high-availability

Unless otherwise noted, file system information throughout this space applies to archiving and non-archiving configurations.

The Sun QFS file system does not require changes to user programs or to the UNIX kernel.

File System Features

Sun QFS file systems provide the following key features:

Supports flexible volume management
Supports paged and direct 1/0

Supports very large files

Provides fast file system recovery

Enables flexible metadata storage

Uses virtual file system vf s/ vnode interface
Supports shared file systems

Volume Management

Sun QFS file systems support both striped and round-robin disk access. The master configuration file (mcf ) and the mount parameters specify
the volume management features and enable the file system to recognize the relationships between the devices it controls. This is in contrast to
most UNIX file systems, which can address only one device or one portion of a device. Sun QFS file systems do not require additional volume
management applications. However, if you want to use mirroring for devices in a Sun QFS environment, you must obtain an additional package,
such as a logical volume manager.

The Sun QFS integrated volume management features use the standard Solaris OS device driver interface to pass I/0 requests to and from the
underlying devices. The Sun QFS software groups storage devices into family sets upon which each file system resides.

Support for Paged and Direct I/0

The Sun QFS file system supports two different types of 1/0:

® Paged I/0 — Also known as cached or buffered 1/0. When paged I/0 is used, user data is cached in virtual memory pages and the kernel
writes the data to disk. The standard Solaris OS interfaces manage paged 1/0. This is the default type of I/O for Sun QFS .

® Direct I/0 — When direct I/0 is used, user data is written directly from user memory to disk. You can specify direct 1/0 by using the
Solaris OS di rect i 0(3C) function call or the set f a(1) command with its - D option. By using direct I/0, you can realize substantial
performance improvements for large block, sequential, aligned I/0.

High Capacity

The Sun QFS software supports files of up to 2 63 bytes in length. Such very large files can be striped across many disks or RAID devices, even
within a single file system. This is true because Sun QFS file systems use true 64-bit addressing, in contrast to standard UNIX file systems, which
are not true 64-bit file systems.

The number of file systems that you can configure is virtually unlimited. The volume manager enables each file system to include up to 252
device partitions, typically disk. Each partition can include up to 16 terabytes of data. This configuration offers virtually unlimited storage
capacity.

There is no predefined limit on the number of files in a Sun QFS file system. Because the inode space (which holds information about the files) is
dynamically allocated, the maximum number of files is limited only by the amount of disk storage available. The inodes are cataloged in the
. i nodes file under the mount point. The . i nodes file requires a minimum of 512 bytes of storage per file.

In a Sun QFS file system, the inodes are located on the metadata devices and can be separated from the file data devices. In practice, the size of
your metadata (mm) devices limits the number of files in a Sun QFS file system, but you can increase the maximum number of files by adding

more metadata devices. The hard limit on the number of files is 2 32-1 files, and the recommended limit is 10 8 files.

Fast File System Recovery



A key function of a file system is its ability to recover quickly after an unscheduled outage. Standard UNIX file systems require a lengthy file
system check (f sck(1M)) to repair inconsistencies after a system failure.

A Sun QFS file system often does not require a file system check after a disruption that prevents the file system from being written to disk
(using sync (1M)). In addition, Sun QFS file systems recover from system failures without using journaling. They accomplish this dynamically by
using identification records, serial writes, and error checking for all critical I/0 operations. After a system failure, even multiterabyte-sized Sun
QFS file systems can be remounted immediately.

Metadata Storage

File systems use metadata to reference file and directory information. Typically, metadata resides on the same device as the file data. However,
the Sun QFS file system has the option of separating the file system metadata from the file data by storing them on separate devices. The Sun
QFS file system enables you to define one or more separate metadata devices in order to reduce device head movement and rotational latency,
improve RAID cache utilization, or mirror metadata without mirroring file data.

Sun QFS file systems store inode metadata information in a separate file. This enables the number of files, and the file system as a whole, to be
enlarged dynamically.

vnode Interface

The Sun QFS file system is implemented through the standard Solaris OS virtual file system (vf s/ vhode) interface.

By using the vf s/ vnode interface, the file system works with the standard Solaris OS kernel and requires no modifications to the kernel for file
management support. Thus, the file system is protected from operating system changes and typically does not require extensive regression
testing when the operating system is updated.

The kernel intercepts all requests for files, including those that reside in Sun QFS file systems. If a file is identified as a Sun QFS file, the kernel
passes the request to the appropriate file system for handling. Sun QFS file systems are identified as type sanf s in the / et c/ vf st ab file and
through the mount (1M) command.

Shared File System Support

A Sun QFS shared file system is a distributed file system that can be mounted on multiple Solaris OS host systems. In a Sun QFS shared file
system environment, one Solaris OS host acts as the metadata server for the file system, and additional hosts can be configured as clients. You
can configure more than one host as a potential metadata server, but only one host can be the metadata server at any one time. There is no
limit to the number of Sun QFS shared file system mount points.

The advantage of the Sun QFS shared file system is that file data passes directly from the Fibre Channel disks to the hosts. Data travels via local
path 1/0 (also known as direct access 1/0). This is in contrast to the network file system (NFS), which transfers data over the network.

The shared file system can be implemented either as a Sun QFS shared file system or as a SAM-QFS shared file system. It can use either ns or ma
file system types.

Sun QFS shared file systems do not support the following:

® These file types:
® b- Block special files
® - Character special files
® p- FIFO (named pipe) special files
® Segmented files. You cannot implement a SAM-QFS shared file system in a segmented-file environment.
® Mandatory locks. An EACCES error is returned if the mandatory lock is set. Advisory locks are supported, however. For more
information about advisory locks, see the f cnt | (2) system call.

For more information about shared file systems, see Configuring a Shared File System.

Additional File System Features

The following additional features are also supported by the Sun QFS file system:

® Application programming interface (API) routines— API routines enable a program to perform various specialized functions, such as
preallocating contiguous disk space or accessing a specific striped group. For more information about these routines, see the
intro_libsam3) man page.


http://wikis.sun.com/download/attachments/175440964/intro_libsam.3.txt
http://wikis.sun.com/download/attachments/175440964/intro_libsam.3.txt

® Adjustable disk allocation units (DAUs)— The DAU is the basic unit of online storage. The Sun QFS file system software includes an
adjustable DAU, which is useful for tuning file systems with the physical disk storage device and for eliminating the system overhead
caused by read-modify-write operations. For information about adjusting the DAU size, see Specifying Disk Allocation Units.

® Support for multiple striped groups— To support multiple RAID devices in a single file system, Sun QFS software supports the definition
of striped groups. You can optimize disk block allocation for a striped group, thereby reducing the overhead for updating the on-disk
allocation map. Users can assign a file to a striped group either through an API routine or by using the set f a(1) command.

File System Design Basics

Sun QFsS file systems are multi-threaded, advanced storage management systems. To take maximum advantage of the software's capabilities,
create multiple file systems whenever possible.

Sun QFS file systems use a linear search method for directory lookups, searching from the beginning of the directory to the end. As the number
of files in a directory increases, the search time through the directory also increases. Search times can become excessive when you have
directories with thousands of files. These long search times are also evident when you restore a file system. To increase performance and speed
up file system dumps and restores, keep the number of files in a directory under 10,000.

The directory name lookup cache (DNLC) feature improves file system performance. This cache stores the directory lookup information for files
whose paths are short (30 characters or less), removing the need for directory lookups to be performed on the fly.

The following sections cover some additional features that affect file system design.

Inode Files and File Characteristics

The types of files to be stored in a file system affect file system design. An inode is a 512-byte block of information that describes the
characteristics of a file or directory. This information is allocated dynamically within the file system.

Inodes are stored in the . i nodes file located under the file system mount point.

Like a standard Solaris OS inode, a Sun QFS file system inode contains the file's POSIX standard inode times: file access, file modification, and
inode changed times. A Sun QFS file system inode includes other times as well, as shown in the following table.

Table — Content of . i node Files

Time Incident
access Time the file was last accessed. POSIX standard.

nodi fi cati on  Time the file was last modified. POSIX standard.

changed Time the inode information was last changed. POSIX standard.

attributes Time the attributes specific to the file system were last changed. Sun Microsystems extension.
creation Time the file was created. Sun Microsystems extension.

resi dence Time the file changed from offline to online or vice versa. Sun Microsystems extension.

) Note-

If the WORM-FS (write once read many) package is installed, the inode also includes a r et ent i on- end date. See
Configuring WORM-FS File Systems for more information.

For more information on viewing inode file information, see Viewing Files and File Attributes.

Specifying Disk Allocation Units

Disk space is allocated in basic units of online disk storage called disk allocation units (DAUs). Whereas sectors, tracks, and cylinders describe the
physical disk geometry, the DAU describes the file system geometry. Choosing the appropriate DAU size and stripe size can improve
performance and optimize magnetic disk usage. The DAU setting is the minimum amount of contiguous space that is used when a file is
allocated.


http://wikis.sun.com/download/attachments/175440964/setfa.1.txt

The following subsections describe how to configure DAU settings and stripe widths.

DAU Settings and File System Geometry

Sun QFS file systems use an adjustable DAU. You can configure the DAU to tune the file system to the physical disk storage device. This feature
minimizes the system overhead caused by read-modify-write operations and is therefore particularly useful for applications that manipulate very
large files. For information about how to control the read-modify-write operation, see Increasing File Transfer Performance for Large Files.

Each file system can have its own unique DAU setting, even if it is one of several mounted file systems active on a server. The possible DAU
settings differ depending on the type of file system you are using. The DAU setting is determined through the sammkf s(1M) command when
the file system is created. It cannot be changed dynamically.

DAU settings work in conjunction with the device and file system definitions specified in the master configuration (ncf ) file. For details about
the ntf file, see About the Master Configuration File and the ntf (4) man page.

ns and na File Systems

Two file allocation schemes are available to you:

® An s file system type - File system data and file system metadata are on the same device
® An na file system type - File system data and file system metadata are on different devices

For a simple Sun QFS file system, such as one on a single partition, the file system is defined in your ntf file by an Equipment Type value of ns.
In the ns file system, the only device type allowed is type nd, and both metadata and file data are written to the nd devices. By default, the
DAU on an nd device is 64 kilobytes.

A more complex Sun QFS file system installed on multiple partitions is defined as Equipment Type nma in your ncf file. In an na file system,
metadata is written to mmdevices, and data can be written to nd, nT, or gXXX devices.

Within an na file system you can mix devices as follows:

mmand nr devices
mmand gXXX devices

mm nt, and gXXX devices
mmand nd devices

For more information on these device types, see About the Master Configuration File.

Dual and Single Allocation Schemes

The md and nmdevices use a dual allocation scheme, as follows:

® On nd data devices, the small allocation is 4 kilobytes, and the large allocation is a DAU. The default DAU is 64 kilobytes. You can
override this default when the file system is initialized by using the - a allocation-unit option to the samkf s(1M) command. The DAU
size can be 16, 32, or 64 kilobytes.

® When a file is created on an nd device, the system allocates the first eight addresses of the file in the small allocation. If more space is
needed, the file system uses one or more large allocations (DAUs) to expand the file. As a result, I/0 performance improves for large
files while minimizing the disk fragmentation that can result from many small files.

) Note-

When using an ns file system, the stripe width should be set to greater than zero to stripe metadata information
across the disk. However, you should read and understand Stripe Widths on Data Disks before setting the stripe width
and DAU size.

® On mmmetadata devices, the small allocation is 4 kilobytes, and the large allocation is 16 kilobytes. The dual allocation scheme enables
the file system to write metadata to disk more efficiently and helps minimize disk fragmentation.

Depending on the type of file data stored in the file system, a larger DAU size can improve file system performance significantly. For
information about tuning file system performance, see Advanced File System Topics.

Only ma Sun QFS file systems can include devices that use a single allocation scheme. These file systems consist of separate metadata devices
and data devices, as follows:

® The metadata devices can be defined only as Equipment Type nm


http://wikis.sun.com/download/attachments/175440964/sammkfs.1m.txt
http://wikis.sun.com/download/attachments/175440964/mcf.4.txt

® The data devices can be defined as Equipment Type nd, nr, or gXXX. The nd devices are limited to DAU sizes of 16 kilobytes, 32
kilobytes, or 64 kilobytes.
The nr and gXXX devices follow a single allocation scheme. You can mix nt and gXXX devices in a file system, but you cannot mix nd
devices with either nt or gXXX devices in a file system. The nt and gXXX devices can be set to a minimum DAU allocation of 8
kilobytes for devices in an ma file system. This setting is optimal for workloads with the majority of file sizes at or below 8 kilobytes.

The DAU size for file systems that use nt and gXXX data devices is configurable. The possible DAU sizes that can be used on data devices
depend on the Equipment Type value assigned to each data device in the ntf file. The following table shows these DAU sizes.

Table — Equipment Type Values and DAU Sizes

Equipment DAU Sizes

Type

nr org You can specify different DAU sizes by adjusting the default size in 8-kilobyte increments. The DAU size can be from 8 kilobytes
XXX to 65,528 kilobytes (64 megabytes). The default DAU size is 64 kilobytes for nt or 256 kilobytes for gXXX.

md This type of device uses a dual allocation scheme. The DAU can be configured to be 16, 32, or 64 kilobytes in length. The default

DAU size is 64 kilobytes.An nd device in an nma file system is used to store data only, not metadata. An nd device in an ns file
system is used to store both file data and metadata.

lﬂ Note -

If you created your file system using version 3.5 of the software, or built it using the sanmkf s compatibility mode flag in
version 4 of the software, you may be using a version 1 superblock. In the version 1 superblock, mmdevices do not use the
dual allocation scheme, and the allocation for nmdevices is 16 kilobytes. Only a version 2 superblock enables you to define nd
devices in a Sun QFS file system. To find out whether you are using a version 1 superblock, use the sanf si nf o(1M)
command.

Data Alignment

Data alignment refers to matching the allocation unit of the RAID controller with the allocation unit of the file system. The optimal file system
alignment formula is as follows:

allocation-unit = RAID-stripe-width x number-of-data-disks

For example, suppose a RAID-5 unit has nine disks, with one of the nine being the parity disk, making the number of data disks eight. If the
RAID stripe width is 64 kilobytes, then the optimal allocation unit is 64 multiplied by 8, which is 512 kilobytes.

Data files are allocated as striped or round-robin through each striped group (gXXX) or data disk (nt or md) within the same file system.

A mismatched alignment hurts performance because it can cause a read-modify-write operation.

Stripe Widths on Data Disks

Stripe width defaults differ between s and na file systems. The stripe width is specified by the - 0 st ri pe=n option in the nount (1M)
command. If the stripe width is set to 0, round-robin allocation is used.

The following subsections describe stripe widths on the various file systems.

Stripe Widths on ns File Systems

On ns file systems, the stripe width is set at mount time. The following table shows default stripe widths.

Table — s File System Default Stripe Widths

DAU Default Stripe Width = Amount of Data Written to Disk
16 kilobytes 8 DAUs 128 kilobytes
32 kilobytes 4 DAUs 128 kilobytes

64 kilobytes (default) 2 DAUs 128 kilobytes


http://wikis.sun.com/download/attachments/175440964/samfsinfo.1m.txt

For example, if sammkf s(1M) is run with default settings, the default large DAU is 64 kilobytes. If no stripe width is specified when the nount
(TM) command is issued, the default is used, and the stripe width set at mount time is 2.

) Note-

To strip metadata information across the disk in an ns file system, set the stripe width to greater than zero.

If you multiply the number in the first column of the above table by the number in the second column, the resulting
number is 128 kilobytes. Sun QFS file systems operate most efficiently if the amount of data being written to disk is
at least 128 kilobytes.

Stripe Widths on ma File Systems Not Using Striped Groups

On na file systems, the stripe width that is set at mount time depends on whether or not striped groups are configured. A striped group is a
collection of devices that are striped as a group. For more information about striped groups, see File Allocation Methods. This section describes
stripe widths for Sun QFS file systems that are configured without stripe groups.

If striped groups are not configured, the DAU and stripe width relationships on na file systems are similar to those for s file systems. The
difference is that DAUs larger than 64 kilobytes are possible and that the DAU is configurable in 8-kilobyte blocks. The maximum DAU size is
65,528 kilobytes.

By default, if no stripe width is specified, the amount of data written to disk is at or near 128 kilobytes. Sun QFS file systems are most efficient if
write operations write at least one whole stripe per 1/0 request. The following table shows the default stripe widths.

Table — Default Stripe Widths for ma File Systems Not Using Striped Groups

DAU Default Stripe Width = Amount of Data Written to Disk
16 kilobytes 8 DAUs 128 kilobytes
24 kilobytes 5 DAUs 120 kilobytes
32 kilobytes 4 DAUs 128 kilobytes
40 kilobytes 3 DAUs 120 kilobytes
48 kilobytes 2 DAUs 96 kilobytes
56 kilobytes 2 DAUs 112 kilobytes
64 kilobytes (default) | 2 DAUs 128 kilobytes
72 kilobytes 1 DAU 72 kilobytes
128 kilobytes 1 DAU 128 kilobytes
> 128 kilobytes 1 DAU DAU size

Stripe Widths on e File Systems Using Striped Groups

If striped groups are configured for your file system, the minimum amount of space allocated is the DAU multiplied by the number of devices in
the striped group. The amount of the allocation can be very large with striped groups.

When striped groups are used, data is written to several disk devices at once, as if they were one device. Allocations on striped groups are equal
to the DAU size multiplied by the number of elements in the striped group.

The - 0 stri pe=n mount option determines the number of allocations that occur on each stripe group before the allocation moves to a
different striped group. If a file system is mounted with - 0 st ri pe=0, the allocation is always to one striped group.

By default, the setting is - 0 st ri pe=0, which specifies the round-robin allocation method. The setting can be as low as - 0 st ri pe=0 (which
disables striping) or as high as - 0 stri pe=255. The system sets - 0 stri pe=0 if mismatched striped groups are present, in which case a file
can reside on only one striped group.

For more information on allocation methods, see File Allocation Methods.



Stripe Widths on Metadata Disks

You can use the -0 nm st ri pe=n option to the nmount _sanf s(1M) command to stripe metadata information on the metadata disk. The
default stripe width is - 0 mm_st ri pe=1, which specifies that the file system write one 16-kilobyte DAU to a metadata disk before switching to
the next metadata disk. The small 4-kilobyte DAU is used for metadata disks.

By default, if you have multiple metadata devices, metadata is allocated as specified in the - o mm_st ri pe=n option to the nount (1M)
command. The setting can be as low as - 0 nm st ri pe=0, which disables striping, or as high as -0 mm st ri pe=255.

File Allocation Methods

The Sun QFS software enables you to specify both round-robin and striped allocation methods. The following table shows the default file
allocation methods used.

Table — Default Allocation Methods

File System Metadata File Data
Standalone file system = Striped Striped
Shared file system Striped Round-robin

Striped groups Striped Round-robin

The rest of this section describes allocation in more detail.

Metadata Allocation

Metadata allocation varies according to the type of file system:

® For ns file systems, metadata is allocated across the nd devices.
® For na file systems, metadata is allocated across the nmdevices. No file data is allocated on the nmdevices.

Inodes are 512 bytes in length. Directories are initially 4 kilobytes in length. The following table shows how the system allocates metadata.

Table — Metadata Allocation

Metadata Type Allocation Increments for na File Systems = Allocation Increments for ns File Systems

Inodes (. i nodes file) = 16-kilobyte DAU 16-, 32-, or 64-kilobyte DAU

Indirect blocks 16-kilobyte DAU 16-, 32-, or 64-kilobyte DAU

Directories 4-kilobyte blocks and 16-kilobyte DAUs 4 kilobytes, up to a 32- kilobyte total, then DAU size

Round-Robin Allocation

The round-robin allocation method writes one data file at a time to each successive device in the family set. Round-robin allocation is useful for
multiple data streams, because in this type of environment aggregate performance can exceed striping performance.

Round-robin disk allocation enables a single file to be written to a logical disk. The next file is written to the next logical disk, and so on. When
the number of files written equals the number of devices defined in the family set, the file system starts over again with the first device selected.
If a file exceeds the size of the physical device, the first portion of the file is written to the first device, and the remainder of the file is written to
the next device with available storage. The size of the file being written determines the 1/0 size.

To specify round-robin allocation explicitly, enter st ri pe=0 in the / et ¢/ vf st ab file.

The following figures depict round-robin allocations in s and na file systems. In both figures , file 1 is written to disk 1, file 2 is written to disk
2, file 3 is written to disk 3, and so on. When file 6 is created, it is written to disk 1, restarting the round-robin allocation scheme.

Figure 1 — Round-Robin Allocation in an s File System Using Five Devices
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Figure 2 — Round-Robin Allocation in an na File System Using Five Devices
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Striped Allocation

By default, Sun QFS file systems use a striped allocation method to spread data over all the devices in the file system family set. Striping is a
method of concurrently writing files in an interlaced fashion across multiple devices.



Striping is used when performance for one file requires the additive performance of all the devices. A file system that uses striped devices
addresses blocks in an interlaced fashion rather than sequentially. Striping generally increases performance because it enables multiple 1/0
streams to write a file simultaneously across multiple disks. The DAU and the stripe width determine the size of the 1/0 transmission.

In a file system that uses striping, file 1 is written to disk 1, disk 2, disk 3, disk 4, and disk 5. File 2 is written to disks 1 through 5 as well. The
DAU multiplied by the stripe width determines the amount of data written to each disk in a block.

When a file system writes a file to an nmd device, it starts by trying to fit the file into a small DAU, which is 4 kilobytes. If the file does not fit into
the first eight small DAUs (32 kilobytes) allocated, the file system writes the remainder of the file into one or more large DAUs.

When a file system writes a file to an nr device, it writes first to one DAU, then to another, and so on. The nt devices have only one DAU size.

Multiple active files cause significantly more disk head movement with striped allocation than with round-robin allocation. If 1/0 is to occur to
multiple files simultaneously, use round-robin allocation.

The following figures depict ns and e file systems that use striped allocations. In these figures, DAU x stri pe-w dt h bytes of the file are
written to disk 1. DAU x stri pe-w dt h bytes of the file are written to disk 2 and so on. The order of the stripe is first-in-first-out for the
files. Striping spreads the 1/0 load over all the disks.

Figure 3 — Striping in an s File System Using Five Devices
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Figure 4 — Striping in an nma File System Using Five Devices
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Striped Groups

A striped group is a Sun QFS allocation method designed for file systems that have extremely large 1/0 requirements and terabytes of disk
cache. A striped group enables you to designate an Equipment Type value that accounts for multiple physical disks. Multiple striped group
Equipment Type entries can make up a single Sun QFS file system. Striped groups save bitmap space and system update time for very large RAID
configurations.

A striped group is a collection of devices within a Sun QFS file system. Defined in the ntf file as gXXX devices, striped groups enable one file to
be written to and read from two or more devices. You can specify up to 128 striped groups within a file system.

Figure 5 — Sun QFS Round-Robin Striped Groups

The following figure depicts an na file system using striped groups and a round-robin allocation. In this figure, files written to the gf s1 file
system are allocated round-robin among the defined striped groups g0, g1, and g2. Each group consists of two physical RAID devices.
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For the configuration in the above figure, the mount point option in / et ¢/ vf st ab is set to st ri pe=0. The following example shows the ncf
file that declares these striped groups.

Example — ntf File Showing Striped Groups

# Equi pnent Eq Eq Fam Dev Additi onal
# ldentifier Ord Type Set State Paraneters
#

gqfsl 10 ma gf sl

/ dev/ dsk/ cOt 1d0s6 11 mm qgf s1 -

/ dev/ dsk/clt 1d0s2 12 g0 qgfsl -

/ dev/ dsk/c2t 1d0s2 13 g0 qgfsl -

/ dev/ dsk/ c3t1d0s2 14 g1 qgfsl -

/ dev/ dsk/ c4t 1d0s2 15 g1 gfsl -

/ dev/ dsk/ c5t1d0s2 16 g2 gfsl -

/ dev/ dsk/c6t 1d0s2 17 g2 qfsl -

Figure 6 — Sun QFS Striped Group Allocation

The following figure depicts a Sun QFS na file system using striped groups and striped allocation. Files written to the qf s1 file system are



striped through groups g0, g1, and g2. Each group includes four physical RAID devices. The mount point option in / et ¢/ vf st ab is set to
stri pe=1 or greater.
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Mismatched Striped Groups

You can build a file system that has mismatched striped groups, which are multiple striped groups with different numbers of devices in each
group. Sun QFS file systems support mismatched striped groups, but they do not support striping on mismatched groups. File systems with
mismatched striped groups are mounted as round-robin file systems.

) Note-

In a file system that contains mismatched striped groups, a single file cannot span multiple stripe groups. If the stripe group
on which the file resides fills, it cannot be extended. If mismatched stripe groups are present, use the set f a(1) command’s
- g option to direct files into the desired group. For more information, see the set f a(1) man page.

To determine how full a stripe group is, use the samu(1M) operator utility, and access the mdisplay to display the status of
mass storage.

The following example shows how a file system can be set up with mismatched striped groups to store different types of files.

Example of a Mismatched Striped Group

Suppose that you need to create a file system at your site that contains both video and audio data.

Video files are quite large and require greater performance than audio files. You want to store them in a file system with a large striped group,
because striped groups maximize performance for very large files.

Audio files are smaller and require lower performance than video files. You want to store them in a small striped group. One file system can
support both video and audio files.

The following figure depicts the file system needed. It is an ma file system that uses mismatched striped groups in a striped allocation.

Figure 7 — Sun QFS File System Using Mismatched Striped Groups in a Striped Allocation
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The following table shows the characteristics of this sample file system.
Table — Sample File System Characteristics

Characteristics = Notes

File system avfs
name
Number of Two. The video file group is g0. The audio file group is g1.

stripe groups

Stripe width 0

DAU 128 kilobytes

Number of Eight

disks for g0

Minimum Eight disks x 128-kilobyte DAU = 1024 kilobytesThis is the amount of data written in one block write. Each disk receives 128
block size for  kilobytes of data, so the total amount written to all disks at one time is 1024 kilobytes.

g0

Number of One

disks for g1



Minimum One disk x 128-kilobyte DAU = 128 kilobytes
block size for

gl

Add the following line to the / et c/ vf st ab file so that the environment recognizes the avf s file system:

avfs - /avfs sanfs - no stripe=0

Note that in the / et ¢/ vf st ab file, st ri pe=0 is used to specify a round-robin file system. This is used because a value greater than 0 is not
supported for mismatched striped groups.

The following example shows the ncf file for file system avf s.

Example — The ntf File for File System avf s

i # Equi prent Eq Eq Fam Dev Additi onal E
i # ldentifier Ord Type Set State Paraneters

Co# Z
i avfs 100 ma avfs i
i [dev/dsk/c00t 1d0Os6 101 nm avfs - :
1 # H
: /dev/dsk/c01t 0d0s6 102 g0 avfs - H
. [dev/dsk/c02t0d0s6 103 g0 avfs - :
i /dev/dsk/c03t0d0s6 104 g0 avfs - i
[/ dev/dsk/ c04t 0d0s6 105 g0 avfs - H
i /dev/dsk/c05t0d0s6 106 g0 avfs - !
i /dev/dsk/c06t0d0s6 107 g0 avfs - !
i [dev/dsk/c07t0d0s6 108 g0 avfs - i
. /dev/dsk/c08t0d0s6 109 g0 avfs - H
Po# i
E / dev/ dsk/ c09t 1d0s6 110 gl avfs - i

When the ncf file for this file system is ready, you can enter the sanmkf s(1M) and nount (1M) commands shown in the following example to
create and mount the avf s file system.

Example — Commands to Create and Mount File System avf s

# samkfs -a 128 avfs
i # mount avfs i

After the file system is mounted, you can use the commands shown in the following example to create two directories for the two types of files.

Example - Commands to Create Directories in File System avf s

# cd /avfs
# nmkdir video
# nmkdir audio

Once the directories are created, you can use the set f a(1) commands shown in the following example to assign the large striped group to
video and the small striped group to audio. Files created in these directories are allocated on their respective striped groups because attributes
are inherited.

Example — Commands to Set File Attributes

# setfa -g0 video
i # setfa -gl audio i

For more information about the samkf s(1M) command, see the sanmkf s(1M) man page. For more information about the nount (1M)



commands, see the nount _sanf s(1M) man page. For more information about the set f a(1) command, see the set f a(1) man page.

Per-Logical Unit Number (LUN) Allocation Control

If necessary, you can disable allocation to a specific Sun QFS data partition by using a nal | oc command, which prohibits any future allocation
to that device. The feature is currently only usable on data partitions, not on metadata partitions.

Allocation to a partition can be restarted by either an al | oc or on command.
The allocation state of a partition (al | ocf | ag) is persistent across boots.

The nal | oc and al | oc commands are available in the samu interface, and the samu on command also sets allocation to on. The samu screens
display the nal | oc state for partitions that have been disabled. The sant r ace and sanf si nf o output also include the allocation state.

For more information about the samu interface, see Using the samu Operator Utility.

About the Master Configuration File

The master configuration file / et c/ opt / SUNWsanf s/ ncf describes all devices that are under the control of, or used by, the Sun QFS or
SAM-QFS software. When you create this ASCII file at system configuration time, you declare attributes for each device, and you group the
devices in each file system into family sets.

The ncf file contains the information that these file systems need in order to identify and organize RAID and disk devices into file systems. It
also contains entries for each automated library or device included in a file system. A sample ncf file is located in
/ opt / SUNWsanf s/ exanpl es/ ncf.

Basic ncf File Structure

An et file consists of lines of specification code divided into six columns, or fields, as shown in the following example.

..............................................................................................................................................................................

Equi pnent Equi pnrent  Equi prent Family Device Additional
Identifier Nunber Type Set State Par aneters

Follow these rules when entering data in the ntf file:

® Enter either space or tab characters between the fields in the file.
® You can include comment lines in an nef file. Comment lines start with a pound character (#).
® Some fields are optional. Use a dash character (- ) to indicate that an optional field contains no meaningful information.

For more information about writing the ntf file, see the ncf (4) man page.

'ﬁ" You can also use SAM-QFS Manager to automatically create an ntf file. For information about installing SAM-QFS Manager, see Installing
SAM-QFS Manager. For information about using SAM-QFS Manager, see its online help.

ncf File Fields

The Equipment Identifier Field (Required)
The Equipment Number Field (Required)
The Equipment Type Field (Required)

The Family Set Field (Required)

The Device State Field (Optional)

The Additional Parameters Field (Optional)

The Equipment Identifier Field (Required)

The Equipment Identifier field identifies the physical file system device or removable media device. If this field contains the name of a file
system, it is limited to 31 characters. For all other content, this field is limited to 127 characters.

Use the Equipment Identifier field to provide the following information:



Information

The file
system
name

The nodev
keyword

A disk
partition or
slice
description

An
automated
library or
optical
drive
description

A tape
drive
description

Identifer
Length

31
characters

127
characters

127
characters

127
characters

127
characters

Description

The file system name must be identical to the name in the Family Set field, and the subsequent lines in the ncf file
must define all the disks or devices included in the file system. More than one file system can be declared in an
nmcf file. Typically, the first data line in an ntf file declares the first file system, and subsequent lines specify the
devices included in the file system. Other file systems declared in the ntf file can be preceded by a blank
comment line for readability.

) Note-

File system names must start with an alphabetic character and can contain only alphabetic
characters, numeric characters, or underscore (_) characters.

The keyword nodev indicates that the system on which the ntf file resides is being used as a client host in a
shared file system on a Solaris host. This keyword can appear in this field only as the Equipment Identifier for one
or more metadata devices that reside on the metadata server. For more information about creating an ntf file for
the members of a shared file system, see Configuring a Shared File System.

) Note-

Do not use this keyword if your file system is in a Sun Cluster environment.

A/ dev/ entry in this field identifies a disk partition or slice.

A/ dev/ sanst entry identifies an automated library or optical drive. If you are configuring a network attached
automated library, see Creating Parameters Files for Network Attached Automated Libraries.

This entry can be in one of two forms:

® A/dev/rnt entry.
® A path to a symbolic link that points to the same file to which the / dev/ r nt link points. If you specify a
tape drive in this manner, be sure to create the link before mounting the file system.

The Equipment Number Field (Required)

For each row in the ntf file, the Equipment Number (eq) field must contain a unique numeric identifier for the file system component or
device being defined. This number must be an integer between 1 and 65534, inclusive.

& Tip-

Use low numbers to keep the internal software tables small.

The Equipment Type Field (Required)

The required Equipment Type field provides information that the software uses to determine how to interact with a particular device. Enter the
two- or three-character mnemonic for the device type.

Some equipment can use the generic equipment types of od (optical disk), t p (tape), and r b (robot). For a file system, the following table
describes specific Equipment Type codes:

Table — Equipment Type Field



Equipment = Description

Type

ms Defines a file system that stores both data and metadata on the same device (an nd device).

ma Defines a file system that stores metadata on a separate device (an mmdevice). The data in an na file system can be stored on nd
, nT, or g_XXX devices.

md Defines a striped or round-robin device that uses dual allocation for storing file data. See also Dual and Single Allocation
Schemes.

mm Defines a metadata device for storing inode and other metadata information. You can specify multiple metadata devices.
Metadata (including inodes, directories, allocation maps, and so on) on na file systems is located on metadata devices, separated
from the file data devices. By default, metadata is allocated using round-robin allocation if you have multiple metadata devices.

nr Defines a round-robin or striped data device that uses single allocation for storing file data. See also Dual and Single Allocation
Schemes.

gXXX Defines a striped data device. Striped groups start with the letter g followed by a number. The number must be an integer

between 0 and 127, inclusive; for example, g12.All members in a striped group must be the same type and size. Different striped
groups within one file system are not required to have the same number of members. nd, nr, and gXXX devices cannot be
mixed in one file system. Data can be striped (if all groups contain the same number of devices) or round-robin between groups.
The default is round-robin.

Besides the file system equipment types, other codes are used to identify automated libraries and other devices. For more information about
specific equipment types, see the ntf (4) man page.

The Family Set Field (Required)

The Family Set field contains the name for a group of devices.

Family set names must start with an alphabetic character and can contain only alphabetic characters, numeric characters, or underscore (_)
characters. The family set name cannot be longer than 31 characters.

The family set name can be one of the following:

Family Set ~ Description

File system = All disk devices in the file system must use the same file system name in this field. The software uses the family set name to

name group devices together as a file system. It physically records the family set name on all of the devices in the file system when the
samkf s(1M) command is issued. You can change this name by using the - F and - R options together in the sanf sck(1M)
command. For more information about the samkf s(1M) command, see the sanmkf s(1M) man page. For more information
about the sanf sck(1M) command, see the sanf sck(1M) man page.

Automated ' The library and all its associated drive devices must use the same identifier.
library
identifier

- The dash character (-) indicates a standalone removable media device.

You can create a comment that is associated with a specific family set by inserting the identifier #f ami | y- set - nane: just before the first
device in that family set. Any comments that are added between that comment line and the last device in the family set will be associated with
that family set. If the family set is later deleted through the SAM-QFS Manager software, any related comments will also be deleted from the
ncf file.

The Device State Field (Optional)

The Device State field specifies the state of the device when the file system is initialized. Valid device states are on and off. The default is on.
This is an optional field. If you do not want to specify a value, insert a dash character (-) to indicate that this field is omitted.

The Additional Parameters Field (Optional)

For an automated library device, the Additional Parameters field is optional and can be left blank. By default, library catalog files are written to
/var/ opt / SUNWsanf s/ cat al og/ family-set-name. Use this field if you want to specify an alternative path to the library catalog file.



For a shared file system, this field must contain the keyword shar ed.

For other entries, enter a dash (- ) or leave this field blank.

Examples of mcf Files

Each file system configuration is unique. System requirements and actual hardware differ from site to site. The following code examples show
sample ncf files. More complete examples that include information on how you can duplicate the configuration are available in mcf File
Examples.

Example — Example ncf File Showing Striped Groups

This example shows an ncf file for a Sun QFS file system with two striped groups.

# Sun QFS file system configuration

#

# Equi prent Eq Eq Fam Dev. Additional
# ldentifier Ord Type Set State Paraneters
- f e e e e e e e e e mee e e e e e mmmmeaaa
gf sl 10 na gfsl -

/ dev/dsk/c2t 1d0s7 11 mm gf s1 -

/ dev/ dsk/ c3t0d0s6 12 g0 gfsl -

/ dev/ dsk/c3t0dls6 13 g0 qgfsl -

/ dev/ dsk/ c4t 0d0s6 14 gl qfsl -

/ dev/ dsk/ c4t 0d1ls6 15 gl qfsl -

Example — Example ntf File Showing Three File Systems

This example shows an ntf file with three file systems.

# SAMQFS file system configurati on exanple
Lo# i
| # Equipment Eq Eq Fam Dev. Additional
i # ldentifier Ord Type Set State Paraneters !
RN e n e s e i
! afsl 10 ma gfsl -
i /dev/dsk/clt13d0s6 11 nmm gfsl - :
i /dev/dsk/clt12d0s6 12 nr qf sl - ;
Co# i
i gfs2 20 ma gfs2 - :
i /dev/dsk/clt5d0s6 21 nm qgfs2 - H
i /dev/dsk/c5t1d0s6 22 nr qfs2 - !
L# :
! qfs3 30 ma gfs3 -
{ /dev/dsk/c7t1d0s3 31 mm qfs3 -
i /dev/dsk/c6t1d0s6 32 nr qfs3 - :
| /dev/dsk/c6t1d0s3 33 nr qfs3 -
| /dev/dsk/c5t1d0s3 34 mr qfs3 -

Example — Example ncf File Showing a File System and a Library

This example shows an ncf file with one archiving file system that uses nd devices. This ntf file also defines a tape library.



# Equi prent Eq Eq Fam Dev. Additional

# ldentifier Ord Type Set State Paraneters
- e e e e e mmmme mmmmme mmmmmmm—ana
sanfsl 10 na sanfsl -
/ dev/ dsk/ c1t 2d0s6 11 nm

/ dev/ dsk/clt 3d0s6 12 nd

/ dev/ dsk/ c1t 4d0s6 13 nd sanfsl -
/ dev/ dsk/ c1t 5d0s6 14 nd sanfsl -

# scalar 1000 and 12 AIT tape drives
/ dev/ sanmst/c5t0u0 30 rb robotl -
/dev/rnt/4cbn 101 tp robotl on
/dev/rmt/5cbn 102 tp robotl on
/dev/rnt/6cbn 103 tp robotl on
/dev/rmt/7cbn 104 tp robotl of f
/dev/rnt/10cbn 105 tp robotl on
/dev/rnt/11lcbn 106 tp robotl on
/dev/rnt/3cbn 107 tp robotl on
/dev/rnt/2cbn 108 tp robotl on
/dev/rnt/1cbn 109 tp robotl on
/dev/rnt/0Ocbn 110 tp robotl on
/dev/rnt/9cbn 111 tp robotl on
/dev/rnt/8cbn 112 tp robotl on

Interactions Among File Settings, Options, and Directives

The ncf file defines each file system, but file system behavior depends on interactions among default system settings, settings in the
/ et c/ vf st ab file, settings in the sanf s. cnd file, and options in the nount (1M) command.

You can specify some mount options, such as the stripe width, in more than one place. When this happens, settings in one place can override
the settings in another.

For information about the various ways to specify mount options, see Setting Up Mount Parameters.

ncf File Examples

The master configuration file, / et ¢/ opt / SUN\Wsanf s/ ntf, defines the topology of the equipment managed by the file system. This file
specifies the devices and file systems included in the environment and contains information that enables you to identify the disk slices to be
used and to organize them into file systems.

This section provides some specific examples of ncf files for various types of file systems.

Configuration Examples for Local File Systems

Use the configuration examples in this section for configuring the ntf file for a file system to be installed on a single Solaris OS host.

For ntf examples that you can use in a Sun Cluster environment, see Configuration Examples for Highly Available File Systems.

Simple File System Configuration Example

This example shows how to configure two file systems using a server that has a SCSl-attached Sun StorageTek Multipack desktop array.

You can use the f or mat (1M) command to determine how the disks are partitioned. The following example shows the f or mat (1M) command
output.

) Note-

Only the last lines of f or mat (1M) output are shown.



Example — f or mat (1M) Command Output for Configuration Example 1

# format < /dev/null
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:

0. c0t10d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@, 0/ SUNW f as @, 8800000/ sd@, O

1. cOt11d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ sbus@, 0/ SUNW f as @, 8800000/ sd@, O

2. ¢6t2d0 <SUN9.O0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@/ sd@, 0

3. c6t3d0 <SUN9. OG cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@/ sd@3, 0

4. c6t4d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>

/ pci @, 4000/ SUNW i spt wo@/ sd@t, 0

5. ¢6t5d0 <SUN9.O0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@3/ sd@, 0

6. c8t2d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@/ sd@, 0

7. ¢8t3d0 <SUN9.O0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@3/ sd@3, 0

8. c8t4d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@/ sd@t, 0

9. c8t5d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
/ pci @, 4000/ SUNW i spt wo@/ sd@, 0

Specify disk (enter its nunber):

# format /dev/rdsk/c6t2d0s2

Part Tag Flag Cylinders Size Bl ocks

unassigned wn 0 0 (0/0/0) O

unassigned wn 0 0 (0/0/0) O

backup wu 0 - 4923 8.43GB (4924/0/0) 17682084
unassigned wn 0 0 (0/0/0) O

unassigned wn 0 - 1229 2.11GB (1230/0/0) 4416930
unassi gned wm 1230 - 2459 2.11GB (1230/0/0) 4416930
unassi gned wm 2460 - 3689 2.11GB (1230/0/0) 4416930
unassi gned wm 3690 - 4919 2.11GB (1230/0/0) 4416930

No b~ wWNRE O

How to Configure the System for Simple Example

Begin writing the ntf file for this configuration example by defining the file system and its disk partitions, as follows:

1. Write the ncf file.
2. Make an ma entry for the first file system ( gf s1).
3. Using the information from the output of the f or mat command, make an mmentry listing the partitions that constitute the metadata
for the gf s1 file system.
4. Using the information from the output of the f or mat command, make a series of nt entries listing the partitions that constitute the
file data for the gf s1 file system.
5. Make similar entries for the second file system ( gf s2).
The finished ntf file defines the following two file systems:
® The gf s1 file system, which is created on slice 4 of the following disks: c8t 2d0 (metadata), c6t 2d0 (file data), and c6t 3d0
(file data).
® The gf s2 file system, which is created on slice 5 of the following disks: c8t 2d0 (metadata), c6t 2d0 (file data), and c6t 3d0
(file data).
The following code example shows the resulting ncf file.



# cat /etc/opt/ SUN\Wsanf s/ ncf

#

# Equi prrent Eq Eq Fam |y Device  Additional
# ldentifier Od Type Set State Par aneters
- - mmmm mmmmme mmmmmm e e -
#

*qfsl 10 ma gf sl on*

/ dev/ dsk/ c8t 2d0s4 11 mm qgfsl on
/ dev/ dsk/ c6t 2d0s4 12 nr gf sl on
/ dev/ dsk/ c6t 3d0s4 13 nr gf sl on

#

*qfs2 20 na gfs2 on*

*/ dev/ dsk/ c8t 2d0s5 21 mm gfs2 on*
*/ dev/ dsk/ c6t 2d0s5 22 nr gfs2 on*
*/ dev/ dsk/ c6t 3d0s5 23 nr gfs2 on*

6. Modify the / et ¢/ vf st ab file.
Make entries in the / et c/ vf st ab file for the qf s1 and gf s2 file systems that you defined in the ntf file. The last two lines in the
code example below show entries for these new file systems.
For a description of the fields in the / et ¢/ vf st ab file, see Table 3-2.

. # cat /etc/vfstab :
# device devi ce file nmount
[ #to to nount  system fsck at nount
i # nmount fsck poi nt type pass  boot parans
. . e, !
i fd - /dev/fd fd - no -
i /proc - / proc proc - no - :
i /dev/dsk/cOt 10d0s1 - - swap - no - 5
! /dev/dsk/cOt 10d0s0O /dev/rdsk/cOt 10d0s0 / ufs 1 no | oggi ng i
i swap - /tp tmpfs - yes - :
i *qfsl - /qgfsl sanfs - yes stripe=1* :
i *qfs2 - /qgfs2 sanfs - yes stripe=1* :

Round-Robin Configuration Example

This example illustrates the configuration of a file system (called gf s3) that uses round-robin allocation on four disk drives.
This example assumes the following:

® The metadata device is a single partition (s1) used on controller 8, disk 4.
® The data devices consist of four disks attached to controller 6. Each disk is on a separate target (1-4).

How to Configure the System for Round-Robin Allocation

This example introduces the round-robin data layout. For more information about data layout, see the Sun StorageTek QFS File System
Configuration and Administration Guide.

1. Write the ncf file as described in Configuration Example 1.
The following code example shows the ntf file for this round-robin disk configuration.



# cat /etc/opt/ SUN\Wsanf s/ ncf

#

# Equi prrent Eq Eq Fam |y Device  Additional
# ldentifier Od Type Set State Par aneters
- - mmmm mmmmme mmmmmm e e -

*qfs3 10 ma gf s3 on*

/ dev/ dsk/ c8t 4d0s4 11 mm qfs3 on
/ dev/ dsk/ c6t 2d0s4 12 nr gf s3 on
/ dev/ dsk/ c6t 3d0s4 13 nr gf s3 on
/ dev/ dsk/ c6t 4d0s4 14 nT gf s3 on
/ dev/ dsk/ c6t 5d0s4 15 nr gf s3 on

2. Modify the / et c/ vf st ab file.
Edit the / et ¢/ vf st ab file to explicitly set round-robin allocation on the file system by specifying st ri pe=0 in the nount par ans
field. The following code example shows st ri pe=0 for the gf s3 file system.
For a description of the fields in the / et ¢/ vf st ab file, see Table 3-2.

# cat /etc/vfstab
i #device devi ce file nount i
| #to to mount system fsck at nount
#nmount fsck poi nt type pass boot parans
D e ———— ceee e el :
i fd - /dev/fd fd - no - §
i /proc - / proc proc - no - :
. /dev/dsk/cOt10d0s1l - - swap - no - :
/ dev/ dsk/ cOt 10d0sO /dev/rdsk/ cOt 10d0s0 / ufs 1 no | oggi ng
swap - /tnp tmpfs - yes -
i *gfs3 - /qfs3 sanfs - yes stripe=0* ;
3. Initialize the file system by using the sanmkf s(1M) command.
The default disk allocation unit (DAU) is 64 kilobytes, but the following example sets the DAU size to 128 kilobytes:
| # sammkfs -a 128 qf s3
Local Striping Configuration Example
This example illustrates the configuration of a file system (called qf s4) that stripes file data to four disk drives. This example assumes the
following:
® The metadata device is a single partition (s6) used on controller 0, logical unit number (LUN) 0.
® The data devices consist of four disks attached to controller 6. Each disk is on a separate target (2-5).
How to Configure the System for Local Striping
1. Write the ntf file as shown in Configuration Example 1.
The following code example shows the ntf file for this striped disk configuration.

# Equi pnent Eq Eq Fam |y Devi ce Addi ti onal
# ldentifier Od Type Set State Par aneters
S - mmme mmmees mmmmme mmmmmmmaana
#

/ dev/ dsk/ c8t 4d0s4 41 mm  gfs4 on
/ dev/ dsk/ c6t 2d0s4 42 nr qf s4 on
/ dev/ dsk/ c6t 3d0s4 43 nr gf s4 on
/ dev/ dsk/ c6t 4d0s4 44 nv
/ dev/ dsk/ c6t 5d0s4 45 nr

gf s4 on

*gf s4 40 ma gf s4 on*
: qf s4 on ;



2. Modify the / et ¢/ vf st ab file.
Set the stripe width by using the st ri pe= option. The following code example shows the / et c/ vf st ab file with a mount parameter
of stri pe=1 set for the qf s4 file system.
For a description of the fields in the / et ¢/ vf st ab file, see Table 3-2.

# cat /etc/vfstab

#

#devi ce devi ce file nmount

#to to nount system fsck at nount
#nmount fsck poi nt type pass boot parans
Heee-- _—_——— ddee e ame e _— - A,
fd - /dev/fd fd - no -

/ proc - / proc proc - no -

/ dev/ dsk/ cOt 10d0s1 - - swap - no -

/ dev/ dsk/ cOt 10d0s0O /dev/rdsk/cOt 10d0sO / ufs 1 no | oggi ng
swap - /tnp tnpfs - yes -

*qfs4 - /qfs4 sanfs - yes stripe=1*

The st ri pe=1 specification stripes file data across all four of the nr data disks with a stripe width of one DAU. The DAU is the
allocation unit you set when you use the samkf s(1M) command to initialize the file system.

3. Initialize the Sun StorageTek QFS file system by using the sanmkf s(1M) command.
The following example sets the DAU size to 128 kilobytes:

# sammkfs -a 128 gfs4

With this striped disk configuration, any file written to this file system is striped across all of the devices in increments of 128 kilobytes.
Files less than the aggregate stripe width times the number of devices still use 128 kilobytes of disk space. Files larger than 128
kilobytes have space allocated for them as needed in total space increments of 128 kilobytes.

Striped Group Configuration Example

Striped groups enable you to build RAID-0 devices of separate disk devices. With striped groups, however, there is only one DAU per striped
group. This method of writing large, effective DAUs across RAID devices saves system update time and supports high-speed sequential I/0.
Striped groups are useful for writing very large files to groups of disk devices.

) Note-

A DAU is the minimum disk space allocated. The minimum disk space allocated in a striped group is as follows:
allocation-unit x number of disks in the group

Writing a single byte of data consumes a DAU on every member of the striped group. Make sure that you understand the
effects of using striped groups with your file system.

The devices within a striped group must be the same size. It is not possible to increase the size of a striped group. You can add additional
striped groups to the file system, however.

This example illustrates the configuration of a file system (called qf s5) that separates the metadata onto a low-latency disk. The ntf file
defines two striped groups on four drives. This example assumes the following:

® The metadata device is a single partition (s5) used on controller 8, disk 4.
® The data devices consist of four disks (two groups of two identical disks) attached to controller 6. Each disk is on a separate target
(2-5).

How to Configure the System for Striped Groups

1. Write the ntf file as shown in Configuration Example 1.
The following code example shows a sample ntf file for a striped group configuration.



# cat /etc/opt/ SUN\Wsanf s/ ncf

#

# Equi prrent Eq Eq Fam |y Device  Additional
# ldentifier Od Type Set State Par aneters
- - e e e mmmmm e mmmmm e e e e e — =
#

*qf s5 50 ma gf s5 on*

/ dev/ dsk/ c8t 4d0s5 51 mm qfs5 on

/ dev/ dsk/ c6t 2d0s5 52 g0 gf s5 on

/ dev/ dsk/ c6t 3d0s5 53 g0 gf s5 on

/ dev/ dsk/ c6t 4d0s5 54 gl gf s5 on

/ dev/ dsk/ c6t 5d0s5 55 gl gf s5 on

2. Modify the / et c/ vf st ab file.
Set the stripe width by using the st ri pe= option. The following code example shows the / et ¢/ vf st ab file with a mount parameter
of st ri pe=0, which specifies round-robin allocation between striped group g0 and striped group g1.
For a description of the fields in the / et ¢/ vf st ab file, see “Fields in the /etc/vfstab File” on page 35.

...................................................................................................................................................................

# cat /etc/vfstab

*qfs5 - /gfs5 sanfs - yes stripe=0*

#devi ce devi ce file nount
#to to nount system fsck at nmount
#nmount fsck poi nt type pass boot parans
PR S L '
fd - /dev/fd fd - no - f
/ proc - / proc proc - no - :
/ dev/ dsk/ cOt 10d0s1 - - swap - no - i
/ dev/ dsk/ cOt 10d0sO /dev/rdsk/ cOt 10d0s0 / ufs 1 no | oggi ng i
swap - /tnp tmpfs - yes - :

3. Initialize the file system by using the sanmkf s(1M) command.
The{{- a}} option is not used with striped groups because the DAU is equal to the size of an allocation, or the size, of each group.

In this example, there are two striped groups, g0 and g1. With stri pe=0 in/ et c/ vf st ab, devices 12 and 13 are striped; devices 14
and 15 are striped; and files are round-robined around the two striped groups. A striped group is treated as a bound entity. After you
configure a stripe group, you cannot change it without issuing another samrkf s(1M) command.

Configuration Example for a Shared File System on a Solaris OS Platform

This figure illustrates a shared file system configuration in an archiving environment.

Figure — Shared File System Configuration
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The above figure shows four network attached hosts: ti t an, t et hys, di one, and mi nas. The t et hys, di one, and i mas hosts are clients,
and tit an is the current metadata server. The t et hys host is a potential metadata server.

The archive media consist of a network attached library and tape drives that are fibre-attached to ti t an and t et hys. In addition, the archive
media catalog resides in a file system that is mounted on the current metadata server, ti t an.

Metadata travels to and from the clients to the metadata server over the network. The metadata server makes all modifications to the name
space, thereby keeping the metadata consistent. The metadata server also provides the locking capability, the block allocation, and the block
deallocation.

Several metadata disks are connected to ti t an and t et hys and can be accessed only by the potential metadata servers. If t i t an were
unavailable, you could change the metadata server to t et hys, and the library, tape drives, and catalog could be accessed by t et hys as part of
the Sun StorageTek QFS shared file system. The data disks are connected to all four hosts by a Fibre Channel (FC) connection.

How to Configure the Shared File System

1. Issue the f or mat (1M) command and examine its output.
Make sure that the metadata disk partitions configured for the shared file system mount point are connected to the potential metadata
servers. Also make sure that the data disk partitions configured for the shared file system are connected to the potential metadata
servers and to all the client hosts in this file system.
If your host supports multipath I/O drivers, individual devices shown in the output of the f or mat (1M) command might display multiple
controllers. These correspond to the multiple paths to the actual devices.
The following code example shows the f or mat (1M) command output for t i t an. There is one metadata disk on controller 2, and
there are three data disks on controller 3.



titan<28>f or mat
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:

0. cl1t0d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ pci @, 600000/ SUNW gl c@/ f p@, 0/ ssd@2100002037e9¢c296, 0

1. c2t2100002037E2C5DAd0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ pci @, 600000/ SUNW gl c@l/ f p@, 0/ ssd@2100002037e9¢296, 0

2. c2t50020F23000065EEd0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @, 600000/ SUNW gl c@/ f p@, 0/ ssd@50020f 23000065ee, 0

3. c3t50020F2300005D22d0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @, 600000/ SUNW gl c@/ f p@, 0/ ssd@50020f 2300005d22, 0

4. c3t50020F2300006099d0 <SUN- T300-0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @, 600000/ SUNW gl c@/ f p@, 0/ ssd@50020f 2300006099, 0

5. ¢3t50020F230000651Cd0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @, 600000/ SUNW gl c@l/ f p@, 0/ ssd@50020f 230000651c, 0

The following code example shows the f or mat (1M) command output for t et hys. There is one metadata disk on controller 2, and
there are four data disks on controller 7.

t et hys<1>f or mat
Sear ching for disks...done

AVAI LABLE DI SK SELECTI ONS:

0. cO0t1d0 <I BM DNES- 318350Y- SA60 cyl 11112 alt 2 hd 10 sec 320>
/ pci @f, 4000/ scsi @/ sd@, 0

1. c2t2100002037E9C296d0 <SUN36G cyl 24620 alt 2 hd 27 sec 107>
/ pci @, 600000/ SUNW gl c@/ f p@, 0/ ssd@2100002037e9c296, 0

2. c2t50020F23000065EEdO0 <SUN- T300-0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @f, 4000/ SUNW gl c@/ ssd@50020f 23000065ee, O

3. c7t50020F2300005D22d0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @f, 4000/ SUNW gl c@/ ssd@h50020f 2300005d22, 0

4. ¢7t50020F2300006099d0 <SUN- T300-0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @f, 4000/ SUNW gl c@/ ssd@hs0020f 2300006099, 0

5. c7t50020F230000651Cd0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @.f, 4000/ SUNW gl c@/ ssd@5b0020f 230000651c, 0

Note the following in above code example:

® The data disks on ti t an’s controller 3 are the same disks as on t et hys’s controller 7. You can verify this by looking at the
World Wide Name, which is the last component in the device name. For ti t an’s number 3 disk, the World Wide Name is
50020f 2300005d22. This is the same name as number 3 on controller 7 on t et hys.

® Fortitan’s metadata disk, the World Wide Name is 50020F23000065EE. This is the same metadata disk as t et hys’s
controller 2, target 0.
The following code example shows the f or mat (1M) command output for mi nas. This shows three data disks on controller 1
and no metadata disks.

m masé&l t; 9>f or mat
Searching for disks...done

AVAI LABLE DI SK SELECTI ONS:

0. c0t0d0 <SUN18G cyl 7506 alt 2 hd 19 sec 248>
/ pci @f, 4000/ scsi @/ sd@, 0

1. c1t50020F2300005022d0 <SUN- T300-0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @f, 4000/ SUNW gl c@/ f p@, 0/ ssd@50020f 2300005d22, 0

2. c1t50020F2300006099d0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @f, 4000/ SUNW gl c@/ f p@, 0/ ssd@50020f 2300006099, 0

3. c1t50020F230000651Cd0 <SUN- T300- 0116 cyl 34901 alt 2 hd 128 sec 256>
/ pci @ f, 4000/ SUNW gl c@/ f p@, 0/ ssd@50020f 230000651c, O



As shown in the above code examples, the data disks on ti t an’s controller 3 are the same disks as those on mi mas’s
controller 1. You can verify this by looking at the World Wide Name, which is the last component in the device name.

) Note-

All the data disk partitions must be connected and accessible from all the hosts that share this file system. All
the disk partitions, for both data and metadata, must be connected and accessible to all potential metadata
servers. You can use the f or mat (1M) command to verify these connections.

For some storage devices, it is possible that the f or mat (1M) command’s output does not present unique
worldwide Names. If you find that this is the case, see the | i bdevi d(3LIB) man page for information about
finding such devices on different hosts.

2. Use vi (1) or another editor to create the ntf file on the metadata server.
The only difference between the ntf file of a shared file system and an unshared file system is the presence of the shar ed keyword in
the Additional Parameters field of the file system name line for a shared file system.

) Note-

If file systems are already operational on the shared file system's metadata server or on any of the client host
systems, select a Family Set name and select equipment numbers that do not conflict with existing Family Set names
or equipment numbers on any host that will be included in the shared file system.

The following code example shows a fragment of the ncf file for tit an that defines several disks for use in the shared file system. It
shows the shar ed keyword in the Additional Parameters field on the file system name line.

# Equi pnent Eq Eq Fam |y Dev Addl
# ldentifier Od Type Set Stat Parans
sharefsl 10 sharefsl on shar ed

m
/ dev/ dsk/ c2t 50020F23000065EEdOs6 11 mm sharefsl on
/ dev/ dsk/ c3t 50020F2300005D22d0s6 12 nr sharefsl on
/ dev/ dsk/ c3t 50020F2300006099d0s6 13 nr sharefsl on
/ dev/ dsk/ c3t 50020F230000651Cd0s6 14 nr sharefsl on

Configuration Examples for Highly Available File Systems

The Sun Cluster software moves a highly available file system from a failing node to a viable node in the event of a node failure.

Each node in the Sun Cluster environment that can host this file system must have an ntf file. During the file system configuration process, you
copy nef file lines from the metadata server's ncf file to other nodes in the Sun Cluster environment. For more information, see Editing ncf
Files on Other Hosts.

How to Create an mcf File for a Highly Available File System

The procedure for creating an ntf file for a highly available file system is as follows:

1. Make an ma entry for the file system.

2. Make an mmentry listing the partitions that constitute the metadata for the gf s1 file system.

3. Make a series of nT, gXXX, or nd entries listing the partitions that constitute the file data for the gf s1 file system.
You can use the scdi dadm(1M) command to determine the partitions to use.
Example 1. The following code example shows an ntf file entry for a highly available file system that uses raw devices.



#Equi prent Eq Eq Fam |y  Additional
#l dentifier Od Type Set Paraneters
Hoemmm e e me e —o- et emmeee mmmmeeaaoo

gf sl 1 ma
/ dev/ gl obal / dsk/ d4s0 11 mm
/ dev/ gl obal / dsk/ d5s0 12 nr gf sl
/ dev/ gl obal / dsk/ d6s0 13 nr
/ dev/ gl obal / dsk/ d7s0 14 nr

Example 2. The following code example shows an ncf file entry for a highly available file system that uses Solaris Volume Manager
metadevices. In this example, the Solaris Volume Manager metaset in use is named r ed.

...................................................................................................................................................................

#Equi prent Eq Eq Fam ly  Additional
#l dentifier Od Type Set Par aneters
e e m e et iiaeiaaes aas e e e mmmmm e e e e e e a -
qf s1 1 m gf sl on

/ dev/ nd/ red/ dsk/ d0sO 11 mm gf sl
/dev/ nd/ red/ dsk/ d1s0 12 nr gf sl

...................................................................................................................................................................

...................................................................................................................................................................

#Equi pnent Eq Eq Fam |y Addi ti onal
#l dentifier Od Type Set Par aneters
B e e e e e e e e oo n oo - e
qf s1 1 ma gf s1 on

/ dev/vx/dsk/oradg/m 11 mm gf sl
/ dev/ vx/ dsk/oradg/nm2 12 nr gf sl

...................................................................................................................................................................

Configuration Example for a Shared File System on a Sun Cluster Platform

In this example, ash and el mare nodes in a Sun Cluster environment. Host ash is the metadata server. The keyword shar ed in this example's
ncf file indicates to the system that this is a shared file system. This example builds upon Example — Verifying Devices and Device Redundancy.

How to Create an mcf File for a Shared File System in a Sun Cluster Environment

You must create the ntf file on the node that you want to designate as the metadata server. The procedure for creating an ncf file for a
shared file system in a Sun Cluster environment is as follows:

1. Use the scdi dadm(1M) - L command to obtain information about the devices included in the Sun Cluster environment.
The scdi dadm(1M) command administers the device identifier (DID) devices. The - L option lists all the DID device paths, including
those on all nodes in the Sun Cluster environment.
The following code example uses Sun StorageTek T3 arrays in a RAID-5 configuration. The output shows that you can use devices 4
through 9 for configuring the disk cache for a shared file system.



ash# scdi dadm -L

ash: / dev/ rdsk/ cOt 6d0 / dev/ di d/ rdsk/d1l ;
ash: /dev/rdsk/cl1t 1d0 / dev/ di d/ rdsk/ d2 ;
ash: /dev/ rdsk/ c1t 0dO / dev/ di d/ rdsk/d3

el m/dev/ rdsk/ c6t 50020F2300004921d1 / dev/di d/ rdsk/ d4 f
ash: / dev/ rdsk/ c5t 50020F2300004921d1 / dev/di d/rdsk/ d4 f
el m/dev/rdsk/ c6t 50020F2300004921d0 / dev/ di d/ rdsk/ d5 :
ash:/dev/rdsk/ c5t 50020F2300004921d0 / dev/ di d/ rdsk/ d5 i
el m/dev/rdsk/ c6t 50020F23000049CBd1 / dev/ di d/ rdsk/ d6 i
ash: /dev/ rdsk/ c5t 50020F23000049CBd1 / dev/ di d/ rdsk/ d6 H
el m/dev/rdsk/ c6t 50020F23000049CBdO / dev/ di d/ rdsk/ d7 i
ash: /dev/ rdsk/ c5t 50020F23000049CBdO / dev/ di d/ rdsk/ d7 :
el m/dev/rdsk/ c6t 50020F23000055A8d0 / dev/ di d/ r dsk/ d8 H
ash: / dev/ rdsk/ c5t 50020F23000055A8d0 / dev/ di d/ r dsk/ d8 ;
el m/dev/rdsk/ c6t 50020F23000078F1d0 / dev/ di d/rdsk/ d9 ;
ash: / dev/ rdsk/ c5t 50020F23000078F1d0 / dev/ di d/rdsk/ d9 i
10 el m/dev/rdsk/ cOt 6d0 / dev/ di d/ rdsk/ d10

11 el m/dev/rdsk/ clt 1d0 / dev/ di d/ rdsk/d1l1

12 el m/dev/rdsk/ clt 0dO / dev/ di d/ rdsk/ d12

© O OO ~N~NOODOOOaA~ADWNEPRE

2. Using the output from the scdi dadm(1M) - L command, use the f or mat (1IM) command to display the information for the devices in
the Sun Cluster environment. The following code example shows the f or mat command output from all the / dev/ di d devices. You
will need this information when you build the ntf file.

ash# format /dev/did/rdsk/ d4s2
sel ecting /dev/did/rdsk/d4s2

Primary | abel contents:

Vol une nane = < >

ascii name = <SUN- T300-0118 cyl 34530 alt 2 hd 64 sec 32>

pcyl = 34532

ncyl = 34530

acyl = 2

nhead = 64

nsect = 32

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 usr wm 0 - 17264 16. 86GB (17265/0/0) 35358720
1 usr wn 17265 - 34529 16. 86GB (17265/0/0) 35358720
2 backup wu 0 - 34529 33.72GB (34530/0/0) 70717440
3 unassi gned wu 0 0 (0/0/0) 0
4 unassi gned wu 0 0 (0/0/0) 0
5 unassi gned wu 0 0 (0/0/0) 0
6 unassi gned wu 0 0 (0/0/0) 0
7 unassi gned wu 0 0 (0/0/0) 0

ash# format /dev/did/rdsk/ d5s2
sel ecting /dev/did/rdsk/d5s2

Vol ume name = < >

ascii name = <SUN-T300-0118 cyl 34530 alt 2 hd 192 sec 64>

pcyl = 34532

ncyl = 34530

acyl = 2

nhead = 192

nsect = 64

Par t Tag Fl ag Cylinders Si ze Bl ocks
0 usr wm 0 - 17264 101. 16GB (17265/0/0) 212152320
1 usr wmn 17265 - 34529 101. 16GB (17265/0/0) 212152320
2 backup wu 0 - 34529 202. 32GB (34530/0/0) 424304640
3 unassi gned wu 0 0 (0/0/0) 0
4 unassi gned wu 0 0 (0/0/0) 0
5 unassi gned wu 0 0 (0/0/0) 0
6 unassi gned wu 0 0 (0/0/0) 0
7 unassi gned wu 0 0 (0/0/0) 0

ash# format /dev/did/rdsk/ dés2
sel ecting /dev/did/rdsk/d6s2



Vol ume nane =

asci
peyl
ncyl
acyl

i nane

nhead =
nsect =

Par t

0

~NOoO O WNBRE

Tag
usr
usr

backup
unassi gned
unassi gned
unassi gned
unassi gned
unassi gned

<

<SUN- T300- 0118 cy

34532
34530
2
64
32
Fl ag
wm
wm

>

ol
0
17265
0

O O oOooo

i nders Si ze
- 17264 16. 86GB
- 34529 16. 86GB
- 34529 33.72@B
0
0
0
0
0

ash# format /dev/did/rdsk/d7s2
sel ecting /dev/did/rdsk/d7s2

Vol ume nane =

asci
peyl
ncyl
acyl

i nane =

nhead =
nsect =

Par t

0

~NOoO O WNBRE

Tag
usr
usr

backup
unassi gned
unassi gned
unassi gned
unassi gned
unassi gned

<

<SUN- T300- 0118 cy

34532
34530
2
192
64
Fl ag
wm
wm

>

ol
0
17265
0

O O oOooo

i nders Si ze
- 17264 101. 16GB
- 34529 101. 16GB
- 34529 202. 32GB
0
0
0
0
0

ash# format /dev/did/rdsk/ d8s2
sel ecting /dev/did/rdsk/d8s2

Vol ume nane =

asc

peyl
ncyl
acyl

i nane =

nhead =
nsect =

Par t

0

~NOoO O WNBRE

Tag
usr
usr

backup
unassi gned
unassi gned
unassi gned
unassi gned
unassi gned

<

>

<SUN- T300- 0118

34532
34530
2
128
128
Fl ag
wm
wm

o
0
17265
0

O OO oo

34530 alt 2 hd 64 sec 32>

Bl ocks
(17265/ 0/ 0) 35358720
(17265/ 0/ 0) 35358720
(34530/ 0/ 0) 70717440

(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0

34530 alt 2 hd 192 sec 64>

Bl ocks
(17265/0/0) 212152320
(17265/0/0) 212152320
(34530/0/0) 424304640

(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0

cyl 34530 alt 2 hd 128 sec 128>

i nders Si ze
- 17264 134. 88GB
- 34529 134.88GB
- 34529 269. 77GB
0
0
0
0
0

ash# format /dev/did/rdsk/d9s2
sel ecting /dev/did/rdsk/d9s2

Vol ume nane =

ascii name =
peyl =
ncyl =
acyl =
nhead =
nsect =
Par t Tag
0 usr
1 usr
2 backup
3 unassi gned

<

<SUN- T300- 0118 cy

34532
34530
2
128
128
Fl ag
wm
wm
wu
wu

>

o
0
17265
0
0

i nders Si ze

- 17264 134. 88GB

- 34529 134.88GB

- 34529 269. 77GB
0

Bl ocks
(17265/ 0/ 0) 282869760
(17265/0/0) 282869760
(34530/0/0) 565739520

(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0
(0/ 0/ 0) 0

34530 alt 2 hd 128 sec 128>

Bl ocks
(17265/ 0/ 0) 282869760
(17265/0/0) 282869760
(34530/0/0) 565739520
(0/0/0) 0



4 unassi gned
5 unassi gned

(0/0/0)
(0/0/0)




6 unassi gned wu 0 0 (0/0/0) 0
7 unassi gned wu 0 0 (0/0/0) 0

The f or mat (1M) command reveals the space available on a device, but it does not reveal whether a disk is mirrored or striped. The
above code example’s f or mat (1M) output reveals the following information that is used during creation of the ntf file shown in the
next code example:

® OQutput for devices d4s0 and d6s0 shows 16.86 Gbytes each. These devices are assigned equipment numbers 501 and
Equipment Number 502, respectively, in the ntf file. They are the appropriate size to use for metadata slices.
® OQutput for devices d8s0 and d9s0 shows 134.88 Gbytes each. These devices are assigned equipment number 503 and
Equipment Number 504, respectively, in the ntf file. They are the are the appropriate size to be used for storing data.
3. Make an ma entry for the file system.
In this line entry, include the shar ed keyword in the Additional Parameters field.
4. Make an nmentry listing the partitions that constitute the metadata for the qf s1 file system.
Put the file system’s nmdevices on mirrored (RAID-1) disks. The nmdevices should constitute about 10% of the space allocated for the
entire file system.
5. Make a series of nr entries listing the partitions that constitute the file data for the gf s1 file system.
The following code example shows the resulting ncf file.

...................................................................................................................................................................

#Equi pnent Eq Eq Fam |y Addi ti onal
#l dentifier Od Type Set Par aneters
- mmme mmmmee mmmmm e
#

# Fam |y Set sqfsl (shared FS for SunC uster)

#

sqf sl 500 ma sqf sl shar ed

sqf sl 500 nma sqf sl shar ed

/ dev/ di d/ dsk/ d4s0 501 mm sqf sl -

/ dev/ di d/ dsk/ d6és0 502 mm sqgf sl -

/ dev/ di d/ dsk/ d8s0 503 nr sqgf sl -

/ dev/ di d/ dsk/ d9s0 504 nr sqf sl -

...................................................................................................................................................................

Configuring the File System

This section provides information about configuring an archiving or standalone file system. For information about configuring a shared file
system, see Configuring a Shared File System.

Function of the ntf File

The master configuration file (ncf ), located in / et ¢/ opt / SUN\Wsant s/ ncf, describes all devices that the Sun QFS or SAM-QFS software
controls or uses. When you create this ASCII file at system configuration time, you declare attributes for each device, and you group the devices
in each file system into family sets.

The ntf file contains the information that the file systems need in order to identify and organize RAID and disk devices into file systems. It also
contains entries for each automated library or device included in a file system. A sample ncf file is located in
[ opt / SUNWsanf s/ exanpl es/ ncf.

For more information about the ntf file, see About the Master Configuration File and the ntf (4) man page.

Initializing a File System

To create a new file system or to replace an old or damaged file system, use the sammkf s(1M) command to initialize the file system. The
samkf s(1M) command constructs and initializes file systems.


http://wikis.sun.com/download/attachments/175440964/mcf.4.txt
http://wikis.sun.com/download/attachments/175440964/sammkfs.1m.txt

) Note-

Beginning with Sun QFS 5.0, the sanmkf s command creates a version 2A file system that has new features, but is not
compatible with previous releases. Use the sanmkf s - P format to create a version 2 file system that is backwards
compatible with previous releases. Use the samrkf s - a allocation-unit option to specify the DAU setting.

The following sanf si nf 0(1M) command output shows that the sanf s1 file system is using a version 2 superblock.

# sanfsinfo sanfsl

nane: sanfsl ver si on: 2

tine: Wed Feb 21 13:32:18 1996

count : 1

capacity: 001240a0 DAU: 16
space: 000d8eal

ord eq capacity space devi ce

0 10 001240a0 000d8ea0 /dev/dsk/clt1d0s0O

For more information about features that require a version 2A superblock, or about using the sanmkf s(1M) command to
create the version 2 superblock, see Support for Version 2A Superblock.

The following example shows the sammkf s(1M) command in its simplest form, with the file system name as its only argument. This command
builds a version 2A superblock for a stand-alone Sun QFS or SAM-QFS file system.

# sammkfs sangfsl

For more information about the sanmkf s (1M) command, its options, and the implications of the version 2 and 2A superblocks, see the
samkf s(1M) man page . For information about using the sammkf s(1M) command to initialize a shared Sun QFS file system, see Configuring a
Shared File System.

Configuration Examples

This section presents sample configurations and shows various steps and decisions involved in setting up the ncf file on a server.

Note that all sample configurations could have automated libraries and other removable media devices defined as well, essentially extending the
file system beyond the size of the disk cache. Removable media device configurations are shown in only one example. For information about
configuring removable media devices, see Configuring Storage Devices for Archiving.

The sample configurations assume that the file system is loaded on the system and that all file systems are unmounted.

How to Create a Round-Robin Disk Configuration

This sample configuration illustrates a Sun QFS file system that separates the metadata onto a low-latency disk. Round-robin allocation is used
on four partitions. Each disk is on a separate controller.

This procedure assumes the following:

® The metadata device is a single partition (s6) used on controller 5, logical unit number (LUN) 0 of the device designated as Equipment
Number 11.
® The data devices consist of four disks attached to four controllers.

Steps

1. Use an editor to create the ntf file, as shown in the following code example.


http://wikis.sun.com/download/attachments/175440964/sammkfs.1m.txt
http://wikis.sun.com/download/attachments/175440964/sammkfs.1m.txt

# Sun QFS di sk cache configuration
. # Round-robin ncf exanple !
i # Equi prent Eq Eq Fam Dev Addi tional
i # ldentifier Od Type Set State Par aneters :
[ S S e et e :
| afsi 1 ma gfsl
i /dev/dsk/c5t0d0s6 11 nm gfsl on H
. [ldev/dsk/clt1d0Os6 12 nr gfsl on :
{ /dev/dsk/c2t1d0s6 13 v qfsl on
i /dev/dsk/c3t1d0s6 14 nr gfsl on H
! /dev/dsk/c4t1d0os6 15 nr gfsi on
2. Use the mkdi r (1) command to create the / gf s mount point for the / gf s1 file system:
- # nkdir /qfs
3. Use the sammkf s(1M) command to initialize the file system.
The following example uses the default 64-kilobyte DAU:
# sammkfs qfsl
4. Use an editor to modify the / et ¢/ vf st ab file.
The Sun QFS file system with nr data devices uses striped allocation as a default, so you must set st ri pe=0 for round-robin
allocation. To explicitly set round-robin on the file system, set st ri pe=0, as follows:
qf s1 - /qfs sanfs - yes stripe=0
5. Use the nount (1M) command to mount the file system:
# mount /gfs
How to Create a Striped Disk Configuration
In this sample configuration, file data is striped to four data partitions by default.
This procedure assumes the following:
® The metadata device is a single partition (s6) used on controller 0, LUN 1. Metadata is written to equipment number 11 only.
® The data devices consist of four disks attached to four controllers. Each disk is on a separate controller.
Steps
1. Use an editor to create the ntf file, as shown in the following code example.

# Sun QFS di sk cache configuration
# Striped D sk ncf exanple

# Equi prent Eq Eq Fam  Dev. Addi ti onal

# ldentifier Od Type Set State Par aneters
S - mm e mmme mmmmee mmm e mmmm e m
gf sl 10 m gfsl

/ dev/ dsk/cOt 1d0s6 11 mm qgfsl on
/ dev/dsk/clt1d0s6 12 nr qgfsl on
/ dev/ dsk/c2t 1d0s6 13 nr qgfsl on
/ dev/ dsk/c3t 1d0s6 14 nr qfsl on
/ dev/ dsk/ c4t 1d0s6 15 nt qfsl on



2. Use the mkdi r (1) command to create the / qf s mount point for the / gf s1 file system:

...................................................................................................................................................................

3. Use the sammkf s(1M) command to initialize the file system.
The default DAU is 64 kilobytes, but the following example sets the DAU size to 128 kilobytes:

...................................................................................................................................................................

With this configuration, any file written to this file system is striped across all of the devices in increments of 128 kilobytes.

4. Use an editor to modify the / et ¢/ vf st ab file.
The Sun QFS file system uses striped allocation by default. This example sets the stripe width as st ri pe=1, which is the default. The
following setting stripes data across all four of the nt devices with a stripe width of 1 DAU:

...................................................................................................................................................................

...................................................................................................................................................................

How to Create a Striped Group Configuration

Striped groups enable you to group RAID devices together for very large files. A DAU is represented by one bit in the bitmap. If the striped
group has n devices, n multiplied by the DAU is the minimum allocation. Only one bit in the bitmap is used to represent n x DAU.

The minimum disk space allocated in a striped group is as follows:
minimum-disk-space-allocated = DAU x number-of-disks-in-the-group
t Caution -

Writing a single byte of data fills the entire minimum disk space allocated in a striped group. Striped groups are used for very
specific applications. Make sure that you understand the effects of using striped groups with your file system.

Files with lengths less than the aggregate stripe width times the number of devices (in this example, files less than 128 kilobytes x 4 disks = 512
kilobytes in length) still use 512 kilobytes of disk space. Files larger than 512 kilobytes have space allocated for them as needed in total space
increments of 512 kilobytes.

The devices within a striped group must be the same size. It is not possible to add devices to increase the size of a striped group. You can use
the sanmgr owf s(1M) command to add additional striped groups, however. For more information about this command, see the sangr owf s
(TM) man page.

This sample configuration illustrates a Sun QFS file system that separates the metadata onto a low-latency disk. Two striped groups are set up on
four drives.

This procedure assumes the following:

The metadata device is a single partition (s6) used on controller 0, LUN 1.
® The data devices consist of four disks (two groups of two identical disks) attached to four controllers. Each disk is on a separate LUN.
The entire disk is used for data storage, assuming that partition 6 occupies the entire disk.

Steps

1. Use an editor to create the ncf file, as shown in the following code example.



# Sun QFS di sk cache configuration
# Striped Goups ncf exanple

# Equi prent Eqg Eq Fam Dev. Addi ti onal
# ldentifier Od Type Set State Par aneters
Heme e L e :
qfs1 10 m gfsi
/ dev/ dsk/cOt 1d0s6 11 nmm qgfsl on :
/ dev/ dsk/ c1t 1d0s6 12 g0 gfsl on ;
/ dev/ dsk/c2t1d0s6 13 g0 gfsi on i
/ dev/ dsk/c3t1d0s6 14 gl qfsl on :
/ dev/ dsk/ c4t 1d0s6 15 gl gfsl on H

...................................................................................................................................................................

3. Use the sammkf s(1M) command to initialize the file system.
The following example sets the DAU size to 128 kilobytes:

4. Use an editor to modify the / et ¢/ vf st ab file.
The following example uses the default setting of st ri pe=0, which essentially specifies a round-robin allocation from striped group
g0 to striped group g1:

...................................................................................................................................................................

This / et c/ vf st ab file sets the stripe width using the st ri pe= option. In this example, there are two striped groups, g0 and g1. With
the st ri pe=0 specification, files are written round-robin around the two striped groups.

) Note-

To change the configuration of the striped group after it is created, you must issue another sanmkf s (1M)
command.

5. Use the nount (1M) command to mount the file system:

...................................................................................................................................................................

Configuring a Shared File System

For information about configuring a shared file system in a Sun Cluster environment, see Configuring Sun QFS File Systems With Solaris Cluster.

Using Shared QFS With NFS

) Note-

If you are using NFS v4, you must disable delegations before you can use shared QFS.

Starting with SAM-QFS 5.0 on Solaris 10 OS, the Service Management Facility (SMF) is used to manage the mounting of the file system at boot
time. If your file system uses NFS, the exact sequence in which you configure NFS and shared QFS is important. If you do not follow the steps
below, either the shared QFS mount or the NFS share will succeed, and the other will fail.


http://wikis.sun.com/display/SAMQFSDocs51/Configuring+Sun+QFS+File+Systems+With+Solaris+Cluster

How to Configure Shared QFS With NFS

1. Export the existing NFS configuration to a file.
The following example exports the configuration into a file / var/ t np/ server. xm .

...................................................................................................................................................................

2. Edit the file that you just exported.
For example:

...................................................................................................................................................................

vi /var/tnp/server.xm

3. After the local file system dependency listed in the file, add a dependency to mount QFS file systems before you NFS share them.
For example:

<I--
Must have QFS fil esystens mounted before sharing them
-->
<dependency nane='qgfs'
groupi ng='require_all"’
restart_on="error’
type='service' >
<service_fnri value='"svc:/network/qfs/shared-nount:default'/>
</ dependency>

...................................................................................................................................................................

...................................................................................................................................................................

8. Enable NFS.
NFS uses the updated file and reads the QFS dependency information.



Mounting and Unmounting Shared File Systems

When you mount or unmount a shared file system, the order in which you mount or unmount the metadata server and the clients is important.

For failover purposes, the mount options should be the same on the metadata server and all potential metadata servers. For example, you can
create a sanf s. cnd file that contains the mount options and copy that file to all of the hosts.

For more information about mounting shared file systems, see Mount Options in a Shared File System and the mount _sanf s(1M) man page.
For more information about mounting and unmounting file systems, see Performing Operations.

How to Mount a Shared File System

1. Become superuser on the metadata server and on all the client hosts.
2. Use the mount (1M) command to mount the metadata server.
Mount the file system on the metadata server before you mount the file system on any client hosts. For example:

# mount -F sanfs gfsl /qgfs -o shared

@ Ti-
If the mount information has been placed in / et c/ vf st ab, you can use the simpler command:
# nmount qfsl
For information about the / et ¢/ vf st ab file and other mount options, see Setting Up Mount Parameters.

3. Use the nount (1M) command to mount the client hosts.
You can mount the file system on the client hosts in any order. For more information about the nount (1M) command, see the nount
(1M) man page.

How to Unmount a Shared File System

) Note-

If the file system is shared through NFS or SAMBA, unshare the file system before you unmount it.

1. Use the umbunt (1M) command to unmount the file system on every participating client host.
For example:

If necessary, use the - f option to the unount (1M) command. The - f option forces a file system to unmount.

) Note-

Forced unmount of a shared client may not complete if the file system is not mounted on the metadata server.

2. Unmount the file system on the metadata server:

At unmounting time, several conditions can be present in a file system that may require you to issue the unount (1M) command a
second time.

) Note-

If the file system still does not unmount, use unshar e(1M), f user (1M), or another command in conjunction with
the unount (1M) command.



For more information on unmounting procedures, see the unmount (1M) man page and Unmounting a File System.

You can also use the - 0 awai t _cl i ent s # flag with the unbunt command. This causes the unmount process to wait a specified
number of seconds (#) for clients to unmount. At the end of the waiting period, or as soon as all clients have unmounted, the unmount
proceeds. If this argument is specified for a non-shared file system, or if the host is not the metadata server for the shared file system,
the option will be ignored.

This flag can also be used in conjunction with the - f option. In this case, the software will wait for the specified time period before
forcing the unmount.

Adding or Removing a Client Host

The following subsections provide instructions for adding and removing client host systems in a shared file system.

How to Add a Client Host to a Shared File System

You can add a client host to a shared file system after you have configured and mounted the file system on all participants.

1. Become superuser on the metadata server.
2. Use the sanshar ef s(1M) command to retrieve the current shared file system information and write it to an editable file.
® |f the shared file system is mounted, issue the sanshar ef s(1M) command on the current metadata server. For example:

® |f the shared file system is not mounted, issue the sanshar ef s(1M) command with its - R option from the metadata server or
from any of the potential metadata servers. For example:

You can only issue the sanshar ef s(1M) command on the active metadata server or on client hosts configured as potential
metadata servers. For more information, see the sanshar ef s(1M) man page.

3. Use vi (1) or another editor to open the shared file system information file.
The following code example shows this step.

i # vi /etcl/opt/SUNWsanfs/ hosts. sharefsl :
# File /etc/opt/ SUNWsanf s/ hosts. sharefsl
| # Host Host IP Ser ver Not Server
i # Name Addr esses Priority Used Host
LB e e ool ool e olos :
| titan  172.16.0.129 1 - server §
! tethys 172.16.0. 130 2 - :
m nmas m mas - -
{ dione di one - -

4. Use the editor to add a line for the new client host.
The following code example shows the file after addition of the line for hel ene as the last line.

# File /etc/opt/ SUNWsanf s/ hosts. sharefsl

# Host Host I P Server Not Server
| # Name Addr esses Priority Used Host
Do e e e e e
titan 172.16.0.129 1 - server
| tethys  172.16.0.130 2 - §
i m mas m mas - - H
di one di one - -
i helene hel ene - -

5. Use the sanmshar ef s(1M) command to update the current information in the binary file.
The options to use with this command, and the system from which this command is issued, depend on whether the Sun QFS shared file
system is mounted, as follows:



® |f the file system is mounted, issue the sanshar ef s(1M) - u command from the current metadata server. For example:

® |f the file system is not mounted, issue the sanshar ef s(1M) - R- u command from the active metadata server or from any of
the potential metadata servers. For example:

The client host hel ene is now recognized.

6. As superuser, log in to the client host to be added.

. Use the f or mat (1M) command to verify the presence of client host disks.
. Update the ntf file on the client host.

Before a host system can access or mount a shared file system, it must have that file system defined in its ntf file. The ncf file must be
updated to match all client hosts in the shared file system. The file system and disk declaration information must have the same data
for the Family Set Name, Equipment Number, and Equipment Type as the configuration on the metadata server. The ntf files on the
client hosts must also include the shared keyword. The device names, however, can change, since controller assignments will probably
differ from host to host.

For information on how to edit the ntf file, see Updating the mcf file in a Sun QFS Shared Environment.

. Issue the sand(1M) conf i g command on the metadata server host:

This informs the sam f sd daemon of the configuration changes.

. (Optional) Create the local hosts configuration file on the new client host.

You might want to perform this step if your Sun QFS shared host systems have multiple host interfaces. The local hosts configuration
file defines the host interfaces that the metadata server and the client hosts can use when accessing the file system. You use this file to
specify how file system traffic should flow over public and private networks in your environment.

For information on creating the local hosts file, see Creating the Local Hosts Configuration File.

. Issue the sanmd(1M) conf i g command on the client host:

This informs the sam f sd daemon of the configuration changes.

. Verify that the sam shar ef sd daemon is running for this file system.

To accomplish this, use the ps(1) and gr ep(1) commands as shown in the following code example.

# ps -ef | grep sam sharefsd
root 26167 26158 0 18:35:20 ? 0: 00 sam sharefsd sharefsl
root 27808 27018 0 10:48:46 pts/21 0: 00 grep sam shar ef sd

The code example above shows that the sam shar ef sd daemon is active for the shar ef s1 file system. If the output returned on
your system does not show that the sam shar ef sd daemon is active for your Sun QFS shared file system, perform the diagnostic
procedures described in the SAM-QFS Troubleshooting Guide.

. If the new Sun QFS shared file system does not already have a mount point, use the nkdi r (1) command to make the directory for the

mount point.
For example:

. Issue the chnod(1M) command to give the mount point the 755 set of permissions.



For example:

The permissions must be the same on all participant hosts. 755 is suggested as the initial permission set because users must have
execute permission on the mount point in order to be able to use the file system after it has been mounted. After you mount the file
systems, the r oot directory’s permissions override this setting.

15. Modify the / et ¢/ vf st ab file.
You must have an entry in the / et ¢/ vf st ab file for the Sun QFS shared file system. Specify shar ed in the Mount Parameters field. In
addition, do one of the following:
® |f you do not want to mount this file system automatically at boot time, type no in the M @oot field.
® |f you do want the Sun QFS shared file system to automatically mount at boot, do the following:
® Type yes in the M @oot field.
® Add the bg mount option in the M par ans field. The bg mount option mounts the file system in the background if
the metadata server is not responding.
The following code example shows the shar ed and bg entries in the M par ans field.

. # File /etc/vfstab :
# FS nane FS to fsck WMt pt FS type fsck M @oot M parans
Lo# pass
sharefsl - /sharefsl sanfs - yes shar ed, bg

16. Issue the df (1IM) command on the metadata server to verify that the file system is mounted on the metadata server.
For example:

The file system should be included in the displayed list.

17. From the client host, issue the nount (1M) command to mount the Sun QFS shared file system.
For example:

For more information about mounting Sun QFS shared file systems, see Mount Options in a Shared File System, or see the
nmount _sanf s(1M) man page.

How to Remove a Client Host From a Shared File System

1. Become superuser on the metadata server and on all the client hosts.

) Note-

You can use the sanshar ef s(1M) command to verify that you are, indeed, logged in to the metadata server or a
client host.

2. Use the unount (1M) command to unmount the shared file system on each client host on which the shared file system is mounted.
For example:

3. Use the unount (1M) command to unmount the shared file system on the metadata server.
For example:



4. If you have not already done so, log in as superuser to the metadata server for the shared file system.
5. Use the sanshar ef s(1M) command to obtain the current configuration information.
The following example command writes current configuration information to file / et ¢/ opt / SUNWsanf s/ host s. shar ef s1:

6. Use vi (1) or another editor to open the shared file system information file.
The following code example shows the file before the client host is deleted.

i # vi [etc/opt/SUN\sanfs/ hosts. sharefsl !
# File /etc/opt/SUNWanf s/ hosts. sharefsl
| # Host Host I P Server Not Server
# Name Addr esses Priority Used Host
A cee e :
| titan 172.16.0. 129 1 - server f
! tethys 172.16. 0. 130 2 - :
! mimas ni mas - - 5
: dione di one - - :
! hel ene hel ene - - :

7. Use the editor to delete the client host or hosts that are no longer to be supported.
The following code example shows the file after the line for hel ene has been deleted.

# File /etc/opt/ SUNWsanf s/ hosts. sharefsl

# Host Host | P Server Not Server
| # Name Addr esses Priority Used Host
B e e EEP PP R e
titan 172.16.0.129 1 - server
| tethys  172.16.0.130 2 - f
i m mas m mas - - H
di one di one - - i

8. Use the sanshar ef s(1M) - R - u command to update the current hosts information.
For example:

The host hel ene has been removed.

9. Use the sanshar ef s(1M) - R command to display the current configuration.
For example:

10. Use the mount (1M) command to mount the shared file system, first on the metadata server and then on each client host in the file
system.
For information about the mount (1IM) command, see the mount _sanf s(1M) man page.

Updating the mcf file in a Shared File System Environment

The sanf sconfi g(1M) command generates configuration information that can help you to identify the devices included in the shared file
system. You can then use this information to update the ntf files on each client host.

Enter a separate sanf sconf i g(1M) command on each client host. Note that the controller number might not be the same controller number



as on the metadata server because the controller numbers are assigned by each client host.

) Note-

If you update a metadata server’s ncf file after the Sun QFS shared file system is mounted, be sure to update the ntf files on
all hosts that can access that shared file system.
Example — sanf sconf i g(1M) Command Example on t et hys
The following example shows how the sanf sconf i g(1M) command is used to retrieve device information for family set shar ef s1 on client

t et hys. Because t et hys is a potential metadata server, it is connected to the same metadata disks as t i t an, another metadata server in the
shared file system.

tethys# sanfsconfig /dev/dsk/*

#

# Family Set & dquo;sharefsl& squo; Created Wed Jun 27 19:33:50 2003
#

sharefsl 10 ma sharefsl on shared

/ dev/ dsk/ c2t 50020F23000065EEdOs6 11 mm sharefsl on
/ dev/ dsk/ c7t 50020F2300005D22d0s6 12 nr sharefsl on
/ dev/ dsk/ c7t 50020F2300006099d0s6 13 nr sharefsl on
/ dev/ dsk/ c7t 50020F230000651Cd0s6 14 nr sharefsl on

Edit the ntf file on client host t et hys by copying the last five lines of output from the sanf sconf i g(1M) command into the ntf file on
client host t et hys. Verify the following:

® Each Device State field is set to on.
® The shar ed keyword appears in the Additional Parameters field for the file system name.

The next example shows the resulting ncf file.

Example — ntf File for shar ef s1 Client Host t et hys

! # Equi prent Eq Eq Fami |y Dev  Add i
# ldentifier Od Type Set State Parans
[ S e e e e o :
sharefsl 10 nm sharefsl on shar ed
| /dev/ dsk/ c2t 50020F23000065EEd0s6 11 nm  sharefsl on f
| /dev/dsk/c7t 50020F2300005D22d0s6 12 nr  sharefsl on f
i/ dev/dsk/ c7t 50020F2300006099d0s6 13 nr sharefsl on H
i /dev/ dsk/ c7t 50020F230000651Cd0s6 14 nr  sharefsl on i

Example — sanf sconf i g(1M) Command Example on ni nas

The following example shows how the sanf sconfi g(1M) command is used to retrieve device information for family set shar ef s1 on client
host m mas. In this example, m mas can never become a metadata server, and it is not connected to the metadata disks.

i mas# sanfsconfig /dev/dsk/*

Family Set "sharefsl" Created Wed Jun 27 19:33:50 2001

Ordinal 0
/ dev/ dsk/ c1t 50020F2300005D22d0s6 12 nr sharefsl on
/ dev/ dsk/ c1t 50020F2300006099d0s6 13 nr sharefsl on

m
#
#
#
# M ssing slices
#
#
#
# [ dev/ dsk/ c1t 50020F230000651Cd0s6 14 nr sharefsl on

In the output from the sanf sconf i g(1M) command on mi nmas, note that Or di nal 0, which is the metadata disk, is not present. For devices
that are missing, the sanf sconf i g(1M) process comments out the elements of the file system and omits the file system Family Set declaration
line. Make the following types of edits to the ncf file:

® (Create a file system Family Set declaration line, beginning with shar ef s1, in the ncf file for client host mi mas. Enter the shar ed



keyword in the Additional Parameters field of the file system Family Set declaration line.
® Create one or more nodev lines for each missing Equipment Number entry. For each of these lines, the keyword nodev must appear
in the Equipment Identifier field for the inaccessible device.
Ensure that each Device State field is set to on.
Uncomment the device lines.

The next example shows the resulting ntf file for mi nas.

Example — ntf File for Client Host m mas

# The ncf File For m mas

# Equi pnent Eq Eq Fam |y Devi ce AddI

# ldentifier Od Type Set State Parans
sharefsl 10 nma sharefsl on shar ed
nodev 11 mm sharefsl on

/ dev/ dsk/ c1t 50020F2300005D22d0s6 12 nr sharefsl on
nr
nr

/ dev/ dsk/ c1t 50020F2300006099d0s6 13 sharefsl on
/ dev/ dsk/ c1t 50020F230000651Cd0s6 14 sharefsl on

Creating the Local Hosts Configuration File

The local hosts configuration file must reside in the following location:

/ etc/ opt/ SUN\Wsanf s/ hosts. _fanm | y-set-nane_. | ocal

Comments are permitted in the local hosts configuration file. Comment lines must begin with a pound character (#). Characters to the right of
the pound character are ignored.

The following table shows the fields in the local hosts configuration file.

Table — Local Hosts Configuration File Fields

Field Content

Host This field must contain the alphanumeric name of a metadata server or potential metadata server that is part of the Sun QFS
Name shared file system.

Host This field must contain a comma-separated list of host interface addresses. This field can be created from the output received

Interfaces ' from the i f confi g(1M) - a command. The individual interfaces can be specified in one of the following ways:* Dotted-decimal
IP address form* IP version 6 hexadecimal address form* As a symbolic name that the local domain name service (DNS) can
resolve to a particular host interface
Each host uses this field to determine whether it will try to connect to the specified host interface. The system evaluates the
addresses from left to right, and the connection is made using the first responding address in the list that is also included in the
shared hosts file.

In a shared file system, each client host obtains the list of metadata server IP addresses from the metadata server host.

The metadata server and the client hosts use both the / et ¢/ opt / SUN\Wsanf s/host s. fsname file on the metadata server and the host s.
fsname. | ocal file on each client host (if it exists) to determine the host interface to use when accessing the file system. This process is as
follows:

) Note-

Client, as in network client, is used to refer to both client hosts and the metadata server host.

The client obtains the list of metadata server host IP interfaces from the file system’s on-disk host file.

To examine this file, issue the sanshar ef s(1M) command from the metadata server or from a potential metadata server.
The client searches its files for a host s. fsname. | ocal file.

Depending on the outcome of the search, one of the following courses of action is taken:



L4 ® |f ahosts. fsname. | ocal file does not exist, the client attempts to connect, in turn, to each address in the system hosts

configuration file until it succeeds.
® |f the host s. fsname. | ocal file exists, the client performs the following:

It compares the list of addresses for the metadata server from both the / et ¢/ opt / SUNWsanf s/host s. fsname file on the
metadata server and the host s. fsname. | ocal file.
It builds a list of addresses that are present in both places, and then it attempts to connect to each of these addresses, in turn,
until it succeeds. If the order of the addresses differs in these files, the client uses the ordering in the host s. fsname. | ocal
file.

Example — Sun QFS Shared File System Hosts File Example

This set of examples shows a detailed scenario for a shared file system that comprises four hosts.

The following example shows a hosts file that lists four hosts.

# File /etc/opt/ SUNWsanfs/ hosts. sharefsl

# Host Host IP Server Not Server
# Name Addresses Priority Used Host
titan 172.16.0.129 1 - server
tethys 172.16.0.130 2 -

m mas m mas - -
di one di one - -

ST S NS |

The following figure shows the interfaces to these systems.

Figure — Network Interfaces for Sun QFS Shared File System Hosts File Example

Private Network

fitan tethys
< = {72.18.0.129 d B

-

172.16.0.130
tethys.xyzco.com

titan xyzco.com

Public Network

mMimas.xyZco.com dione. xyzco.com

Example - File host s. sharefsl.local ontitanandtethys

Systems ti t an and t et hys share a private network connection with interfaces 172. 16. 0. 129 and 172. 16. 0. 130. To guarantee that
titan andt et hys always communicate over their private network connection, the system administrator has created identical copies of
/et c/ opt/ SUNWsanf s/ host s. sharef s1. | ocal on each system.

The following example shows the information in the host s. sharef s1. 1 ocal filesontitan andtethys.

# This is file /etc/opt/ SUN\anf s/ hosts. sharefsl. | ocal
# Host Name Host Interfaces

titan 172.16.0. 129
tet hys 172.16.0. 130



Example — File host s. sharef sl. | ocal on ni mas and di one

Systems i mas and di one are not on the private network. To guarantee that they always connect to ti t an and t et hys through titan’s
and t et hys’s public interfaces, the system administrator has created identical copies of / et ¢/ opt / SUNWsanf s/ host s. sharef s1. | ocal
on m mas and di one.

The following example shows the information in the host s. shar ef s1. | ocal files on mi nas and di one.

..............................................................................................................................................................................

# This is file /etc/opt/ SUN\anf s/ hosts. sharefsl. | ocal
# Host Nane Host Interfaces

B ommm e e e e e emememaaaa-
titan titan
tet hys tethys

Changing the Metadata Server in a Shared File System Environment

The procedures in this section describe how to change the host that is acting as the metadata server in a shared file system without using the
automatic Membership Services feature of a software package.

You can change the metadata server system manually under the following circumstances:

® |f the metadata server becomes unavailable

® |f you want to change the metadata server or the potential metadata servers

For a metadata server change to succeed, the mount options of the existing metadata server and all potential metadata servers must be the
same.

Choose one of the following procedures depending on whether the existing metadata server is available at the time the change is being
performed:

® How to Change the Metadata Server When the Metadata Server Is Available
® How to Change the Metadata Server When the Metadata Server Is Unavailable

How to Change the Metadata Server When the Metadata Server Is Available

1. On the existing metadata server, issue the sanshar ef s(1M) - s command to declare the new metadata server.
For example:

) Note-

In archiving environments, you should stop all archiving operations on the metadata server before you issue this
command.

How to Change the Metadata Server When the Metadata Server Is Not Available

If the metadata server of a shared file system crashes, it is safe to change the metadata server only after rebooting the metadata server or
otherwise ensuring that the server cannot issue any I/0 before being rebooted. Do not use any of the following methods to stop the server,
because these are likely to corrupt the file system:

Issuing an L1-A key sequence

Performing an involuntary failover to another host

Issuing a go (continue) command, requesting a dump file, or issuing a sync command to the old metadata server

Similarly, if the metadata server panics and drops into kernel adb(1), do not change the metadata server and then issue a : c
(continue) command on the server. This action causes the old metadata server to push stale buffers out to the now-active file system.

Use the following steps to change the metadata server:



Steps

1. Ensure that the existing metadata server cannot restart without being rebooted.
Specifically, ensure that the server is powered down, rebooted, halted, or disconnected from the metadata disks. Your goal is to bring
down the old metadata server and flush or destroy all buffers (or otherwise ensure that they cannot be rewritten).
The following code example shows the key sequence to use from the kadb prompt.

kadb[ 1] : sync # Forces a dunp
i kadb[1]: $q # Exits the debugger for prom H

{0} > sync # Forces the buffers out
i {0} > boot _args_ # Discards buffers H

For args, specify arguments for the boot (1M) command, such as - r or - v. For more information, see the boot (1M) man page.

2. From the new (potential) metadata server, wait for at least the period of the maximum lease time, and then issue the sanshar ef s
(1M) command.
For example:

The wait ensures that all client leases expire before you issue the sanshar ef s(1M) command. If you are uncertain as to whether the
lease time has expired, bring up the sanu(1M) N display. For information about samu(1M), see Appendix B, Using the samu(1M)
Operator Utility. For information about leases and their durations, see Using Leases in a Sun QFS Shared File System: the r dl ease=n,
wr | ease=n, and apl ease=n Options.

Caution -

If you use the - R option to the sanshar ef s(1M) command on a mounted file system to change the metadata
server host, you must first stop, disable, and disconnect the active metadata server. Failure to do so can cause file
system corruption.

=

3. (Optional) Unmount the file system.
Perform this step only if you want to perform a file system check.
Use the procedure in Unmounting a File System.

4. (Optional) Issue the sanf sck(1M) command to perform a file system check.
If the metadata server of a Sun QFS shared file system crashes, the server should be rebooted and the file system should be unmounted
on all clients before sanf sck(1M) is run. The server and clients preallocate blocks before changing the length of files. The sanf sck
(1M) command cleans up files that have extra blocks allocated, and these extra blocks might contain data. If such a cleaned-up file is
awaiting a size update from the client, the file will be missing those blocks when the client continues. As a result, the file will be missing
data, and the missed data will read as zeroes.

Changing the Metadata Server in an Archiving Environment

The procedures in this section describe how to change the host that is acting as the metadata server in an archiving shared file system without
using the automatic Membership Services feature of a software package.

You can change the metadata server system manually under the following circumstances:

® |f the metadata server becomes unavailable
® |f you want to change the metadata server or the potential metadata servers

For a metadata server change to succeed, the mount options of the existing metadata server and all potential metadata servers must be the
same.



How to Change the Metadata Server in an Archiving Environment

Archiving functions can only run on one host at any time. This procedure assumes that both systems are up at the time of the transfer. In this
example, we move archiving functions from host A to host B.

Before carrying out this procedure, verify that host B has access to the robot catalog from host A. The ar chi ver . cnd file, ncf file,
st ager. crd file, and other configuration files must be identical to those on host A.

Steps

1.

2.

Idle archiving processes on host A by carrying out the following steps:
a. Runsancnd aridl e and sancnd sti dl e to halt archiving and staging on host A.
These commands will allow current archiving and staging to complete, but will not start any new work.
b. Idle all of the tape drives on host A.
This can be done with santnd eq i dl e, where eq is the equipment number of the drive. This will put the drives in an “off”
state after any current I/0 completes.
¢. When the archiver and stager are idle and the tape drives are all in the “off” state, run the sand st op command to halt all of
the robot and tape-related daemons.
d. If you have a cr on job that runs the recycler, remove this entry from the crontab and verify that the recycler is not currently
running.
At this point, the archiving processes have been halted and file system failover to host B can be performed.
Start the archiving processes on host B by running sand confi g on host B.
This causes sam f sd and its subprocesses (archiver, stager, and so on) to reconfigure and re-read the configuration files. It also causes
sam anl d and the tape-library-related daemons to start. At this point all Sun QFS shared client applications waiting for stages must
reissue the stage requests.
Host B should now be fully functioning as the archiving process server and metadata server for all file systems.

Converting an Unshared File System to a Shared File System

To perform initial installation and configuration for a shared file system, follow the instructions in Installing Sun QFS. Many examples in this
section use host names and configuration information that were introduced in that document.

To convert an unshared file system to a shared file system consists of two tasks:

First, convert the metadata server.
Second, add each client to the metadata server. This section describes these procedures.

How to Convert an Unshared Metadata Server to a Shared Metadata Server

You must have r oot permission to complete the steps in this procedure.

1.
2.

As superuser, log in to the system to be used as the primary metadata server.

(Optional) Back up all site-customized system files and configuration files.

Depending on your software, these files might include ntf, archi ver. cnd, def aul ts. conf, sanfs. cnd, ori nqui ry. conf.
Back up these files for all file systems. Also make sure that you have backup copies of files in the / et ¢/ opt / SUNWsanf s directory,
and files in the / var / opt / SUNWsanf s directory.

. Ensure that each file system to be modified is backed up.

File systems should be backed up regularly according to your site's policies. If you are comfortable with the backup files that already
exist for your file systems, there is no need to back them up again now.

. Use the unpunt (1M) command to unmount the file system.

For instructions, see Unmounting a File System.

. Use the sanf sck(1M) - S - F family-set-name command to convert the file system to a Sun QFS shared file system.

For family-set-name, specify the family set name of the file system that you are converting to a new shared file system. For example:

# sanfsck -S -F sharefsl

. Edit the / et ¢/ opt / SUN\Want s/ ntf file to add the shar ed keyword in the file system’s Additional Parameters field.

For example:



# Equi prent Eq Eq Family Dev Add
# ldentifier Od Type Set State Parans
Hommmmeeeee L :
sharefsl 10 ma sharefsl on shared
/ dev/ dsk/ c2t 50020F23000065EEdOs6 11 mm sharefsl on
/ dev/ dsk/ c7t 50020F2300005D22d0s6 12 nr sharefsl on
/ dev/ dsk/ c7t 50020F2300006099d0s6 13 nr sharefsl on :
/ dev/ dsk/ c7t 50020F230000651Cd0s6 14 nr sharefsl on ;

7. Edit the / et ¢/ vf st ab file to add the shar ed keyword in the file system’s Mount Parameters field.
For example:

# File /etc/vfstab
# FS nane FS to fsck Mit pt FS type fsck pass M @oot M parans
sharefsl - /sharefsl sanfs - no shared

8. Create the / et ¢/ opt / SUNWsanf s/ host s. fsname hosts configuration file.
For example:

# File /etc/opt/ SUN\Wsanf s/ hosts. sharefsl

# Host Host IP Server Not  Server
| # Name Addr esses Priority Used Host
b e e L e e i
titan titan-ge 0 1 - server
| tethys tethys-ge 0 2 - server

See Creating the Shared Hosts File for more information about creating the hosts configuration file.

9. Run the sanshar ef s(1IM) - u - R family-set-name command to initialize the file system and the host configuration.
For example:

) Note-

If you see an error message from this command, you can probably ignore the message.

10. Run the sanmd(1M) confi g command :

This informs the sam f sd daemon of the configuration changes.

11. Issue the nount (1M) command to mount the file system.

How to Add a Client to the Metadata Server

1. Use the nkdi r (1) command to create the mount point for the file system.
For example:

2. (Optional) Create an/ et c/ opt / SUNWsanf s/ host s. file-system-name. | ocal local hosts configuration file.



You might want to perform this step if your Sun QFS shared host systems have multiple host interfaces. The local hosts configuration
file defines the host interfaces that the metadata server and the client hosts can use when accessing the file system. You use this file to
specify how file system traffic should flow over public and private networks in your environment.

The following code example shows a sample local hosts configuration file.

# This is file /etc/opt/ SUN\anf s/ hosts. sharefsl. | ocal
# Host Name Host Interfaces

titan 172.16.0. 129
tethys 172.16.0. 130

For more information on creating the local hosts file, see Creating the Local Hosts Configuration File.

3. If you want to move files from an existing Sun QFS file system into a new Sun QFS shared file system, ensure that each file system to be
modified is backed up.
File systems should be backed up regularly according to your site’s policies. If you are comfortable with the backup files that already
exist for your file systems, there is no need to back them up again now.

4. Use the umount (1M) command to unmount the file system.
For instructions, see Unmounting a File System.

5. Edit the / et ¢/ vf st ab file to add the shar ed keyword in the file system’s Mount Parameters field.
For example:

# File /etc/vfstab
# FS nane FS to fsck Wit pt FS type fsck pass M @oot M parans
sharefsl - /sharefsl sanfs - no *shared*

6. Create the / et ¢/ opt / SUN\Wsanf s/ host s. fsname hosts configuration file.
The following code example shows a sample.

! # File /etc/opt/SUNWsanf s/ hosts. sharefsl
# Host Host | P Server Not Server

# Name Addresses Priority Used Host
R LR T R
titan titan-ge0 1 - server

tethys tethys-ge0 2 - server

For more information about creating the hosts configuration file, see Creating the Shared Hosts File.

Converting a Shared File System to an Unshared File System

To convert a Sun QFS shared file system to an unshared Sun QFS file system requires two tasks:

® Remove the shared clients.
® Convert the metadata server.

This section describes these procedures.

How to Remove a Client From a Shared File System

1. Use the umount (1M) command to unmount the file system.
For instructions, see Unmounting a File System.
2. Delete the file system’s entry from the / et c/ opt / SUNWsanf s/ ncf file.
3. Delete the file system’s entry from the / et c/ vf st ab file.
4. Run the samd(1M) confi g command:



This informs the sam f sd daemon of the configuration changes.

5. Delete the mount point for the file system.

How to Convert a Shared Metadata Server to an Unshared System

You must have r oot permission to complete the steps in this procedure.

1. As superuser, log in to the metadata server system.

2. Back up all site-customized system files and configuration files.
Depending on your software, these files might include ncf (4), ar chi ver . cnd, def aul ts. conf, sanfs. cnd, i nqui ry. conf, and
so on. Back up these files for all file systems. Also make sure that you have backup copies of files in the / et ¢/ opt / SUN\Wsanf s
directory and files in the / var / opt / SUNWsanf s directory.

3. If you want to move files from an existing Sun QFS shared file system into a new Sun QFS file system, ensure that each file system to be
modified is backed up.
File systems should be backed up regularly according to your site’s policies. This is described as the last step in the installation
procedure. If you are comfortable with the backup files that already exist for your file systems, there is no need to back them up again
now.

4. Use the umount (1M) command to unmount the file system.
For instructions, see Unmounting a File System.

5. Run the sanf sck(1M) - F - U file-system-name to convert the Sun QFS shared file system to an unshared file system.
For file-system-name, specify the name of the Sun QFS shared file system that you are converting to a new unshared file system. For
example:

6. Edit the / et c/ opt / SUNWsanf s/ ncf file to remove the shar ed keyword from the file system’s Additional Parameters field.
For example:

i # Equi pnent Eq Eq Family Dev Add i
# ldentifier Od Type Set State Parans
b o# e T e :
sanfsl 10 ma sanfsl on
| /dev/ dsk/ c2t 50020F23000065EEd0s6 11 nm sanfsl on f
| /dev/dsk/ c7t 50020F2300005D22d0s6 12 nr sanfsl on f
i/ dev/dsk/c7t 50020F2300006099d0s6 13 nr sanfsl on :
i /dev/ dsk/ c7t 50020F230000651Cd0s6 14 nr sanfsl on i

7. Edit the / et ¢/ vf st ab file to remove the shar ed keyword from the file system’s Mount Parameters field.
For example:

# File /etc/vfstab
# FS nane FS to fsck Wit pt FS type fsck pass M @oot M parans
sanfsl - /sanfsl sanfs - no

8. Delete the / et ¢/ opt / SUNWsanf s/ host s. file-system-name configuration file.
9. Run the sand(1M) conf i g command:

This informs the sam f sd daemon of the configuration changes.

10. Issue the nount (1M) command to mount the file system.

Client-Server Communications in a Shared File System



The behavior of the shared file system is that of an interruptible hard connection. Each client tries repeatedly to communicate with the
metadata server, even if the server is unavailable. If the metadata server is not responding, a user can terminate any pending, blocked 1/0
transmission by pressing Ctrl-C. If the 1/0 attempt is interrupted, the client persists until the 1/0 completes.

The system generates the following messages to describe status conditions:

SAM FS: Shared server is not responding.

This message is also generated if the client sam shar ef sd daemon is not active or if the server sam shar ef sd daemon is not active. When
the server responds, it generates the following message:

SAM FS: Shared server is responding.

SAM FS: Shared server is not nounted.

SAM FS: Shared server is nounted.

Because the metadata server looks up file names on behalf of all clients, performance can be slow with the default size of the Solaris directory
name lookup cache (DNLC) on the metadata server. To increase performance when clients are frequently opening a large number of files, you
might want to double or even triple the size of this cache from its default.

This procedure is documented in the Solaris Tunable Parameters Reference Manual. The parameter that controls the size of the directory name
lookup cache is ncsi ze.

For more information about troubleshooting, see SAM-QFS Troubleshooting.

Adding Disk Cache to a File System

To increase the disk cache for a file system, you add disk partitions or disk drives, and then update the ntf file and use the sanmgr owf s(1M)
command to expand the file system. You do not need to reinitialize or restore the file system.

When making changes to the ntf file, be aware of the following:

You can configure up to 252 disk partitions in a file system.

To increase the size of a Sun QFS file system, you must add at least one new metadata partition. Metadata partitions require an
Equipment Type value of nm

If you want to add new partitions for metadata or for data, add them to the ntf file after the existing disk partitions.

Do not change the Equipment Identifier name in the ncf file. If the name in the ntf file does not match the name in the superblock,
the file system can no longer be mounted. Instead, the following message is logged in / var / adn nessages:

WARNI NG SAM FS super bl ock equi prent identifier <id> on eq <eqgq>
. does not match <id> in ntf H

How to Add Disk Cache to a File System

1. Use the umount (1M) command to unmount the file system you want to expand.
If the file system is shared, unmount the file system on all client hosts and then on the metadata server. You can then perform the
remaining steps in this procedure on the metadata server.
For more information about unmounting a file system, see Unmounting a File System.



2. If you want to rename the file system during this procedure, use the sanf sck(1M) command with its - Rand - F options to rename
the file system.
For more information about this command, see the sanf sck(1M) man page.

3. Edit the / et ¢/ opt / SUNWsanf s/ ntf file to add the disk cache.

4. Issue the sam f sd(1M) command to check for errors in the ncf file:

...................................................................................................................................................................

If the output from this command shows errors, correct them before proceeding to the next step.

5. Issue the sand(1M) conf i g command to propagate the ntf file changes to the system:

...................................................................................................................................................................

For more information, see the samd(1M) man page.

6. Issue the sanmgr owf s(1M) command on the file system that is being expanded.
For example, type the following command to expand file system sanf s1:

...................................................................................................................................................................

If you renamed the file system, run the sangr owf s(1M) command using the new name. For more information about this command,
see the samgr owf s(1M) man page.

7. Mount the file system.
For information about mounting a Sun QFS file system, see the mount _sanf s(1M) man page.

8. If the file system is a Sun QFS shared file system, edit the ntf file on each participating client host to match the metadata server's ncf
file.

Recreating a File System

In order to do any of the following, you must re-create the file system:

® Change disks or partitions
® Add disks or partitions
® Remove disks or partitions

This section describes this procedure.

How to Back Up and Re-create a File System

1. Back up all site-customized system files and configuration files.
Depending on your software, these files might include ncf, ar chi ver. cnd, def aul t s. conf, sanfs. cnd, ori nqui ry. conf.
Back up these files for all file systems in your Sun QFS environment. Also make sure that you have backup copies of files in the
[ et ¢/ opt/ SUNWsant s directory, files in the / var / opt / SUNWsanf s directory, and shared hosts files.

2. Ensure that each file system to be modified is backed up.
File systems should be backed up regularly according to your site’s policies. If you are comfortable with the backup files that already
exist for your file systems, there is no need to back them up again now. If, however, you need to back up your file systems to preserve
information created since the last dump file was created, do so now. For information about how to create a dump file using gf sdunp,
see Backing Up SAM-QFS Data and Files.

3. Unmount the file system.
For instructions, see Unmounting a File System.

4. If you want to rename the file system during this procedure, use the sanf sck(1M) command with its - Rand - F options.
For more information, see the sanf sck(1M) man page.

5. Edit the / et ¢/ opt / SUN\Wanf s/ ntf file to add, change, or remove partitions.
For more information, see Adding Disk Cache to a File System.

6. Type the sam f sd(1M) command to check for errors in the ntf file:



If the output from this command indicates that there are errors in the ncf file, correct them before proceeding to the next step.

7. Issue the sand(1M) conf i g command to propagate the ncf file changes to the system:

For more information, see the sand(1M) man page.

8. Issue the samkf s(1M) command to re-create the file system.
For example, the following command creates sanf s10:

9. Issue the nount (1M) command to mount the file system.
For information about mounting a Sun QFS file system, see the mount _sanf s(1M) man page.
10. Issue the cd(1) command to change to the mount point of the file system.
11. Use the gf sr est or e(1M) command, or use SAM-QFS Manager, to restore each file.
Restore from the dump file you had or from the dump file created in Step 1.
For more information, see the gf sdunp(1M) man page or the SAM-QFS Manager online help.

Administering File System Quotas

About File System Quotas

File system quotas control the amounts of online and total disk space that can be consumed by a specific user, by a group of users, or by a
site-determined group of users called an admin set.

Quotas help control the size of a file system by limiting the amount of space and the number of inodes that each user can consume. Quotas can
be especially useful on file systems that contain user home directories. After quotas are enabled, you can monitor usage and adjust the quotas
as needs change.

A file system provides a user with blocks for data and inodes for files. Each file uses one inode, and file data is stored in a disk allocation unit
(DAU). DAU sizes are determined at the time the file system is created. Quotas account for disk usage in multiples of 512 bytes.

The following subsections provide background information about using quotas.

Types of Quotas, Quota Files, and Quota Records

You can set quotas according to user ID, group ID, or an administrator’s site-specific grouping. This site-specific grouping is called an admin set
ID. You can use an admin set ID, for example, to identify a collection of users working on a project for which file system quotas are imposed.

Quotas are enabled when the quot a mount option is in effect and the system detects the presence of one or more quota files in the file
system’s root directory. The quot a mount option is enabled by default. If you mount the file system with noquot a in effect, quotas are
disabled. For more information about mount options, see the mount _sanf s(1M) man page.

Each quota file contains a sequence of records. Record zero is the record for the system administrator’s quotas and resource usage. System
administrator quotas are never enforced, but you can use any record, including the system administrator's record, as a template for subsequent
records in the quota file. For more information about this practice, see How to Enable or Change Limits for Users, Groups, or Admin Sets Using
an Existing Quota File.

Record one is the record in the quota file for user one, group one, or admin set ID one, depending on the type of quota file. You can edit
record one and all subsequent records in order to set different quotas for different users. The following table shows the quota file names and
the quotas they enable in/ r oot .



Table — Quota File Names

Quota File Name Quota Type

.quota_u UID (system user ID)
.quota_g GID (system group ID)
.quota_a AID (system admin set ID)

You can set default quota limits for users by editing record zero in the quota file and allowing the values in record zero to be used as the initial
quota settings for all other users. By default, if user quota limits have not been set specifically, the system uses the values in record zero.

Each quota file requires 128 bytes of space. To calculate the necessary size for the initial zero quota file, use the following formula:

(highest-ID + 1) x 128 = xx / 4096 = zero quota file size

Soft Limits and Hard Limits

You can set both soft and hard limits. A hard limit specifies a fixed amount of system resources available for use, which the system never allows
a user to exceed. A soft limit specifies a level of system resource use that can be exceeded temporarily, up to the hard limit. The soft limit is
never larger than the hard limit.

If a user attempts to allocate resources beyond the hard limit, the operation is aborted. In this case, the operation fails and generates an

EDQUOT error.

After a user exceeds a soft limit, a timer starts, and the user enters a grace period. While the timer is ticking, the user is allowed to operate
above the soft limit. After the user goes below the soft limit, the timer is reset. If the grace period ends and the timer stops without the user’s
having gone below the soft limit, the soft limit is then enforced as a hard limit.

For example, assume that a user has a soft limit of 10,000 blocks and a hard limit of 12,000 blocks. If the user’s block usage exceeds 10,000
blocks and the timer exceeds the grace period, this user is no longer able to allocate more disk blocks on that file system until usage drops
below the 10,000-block soft limit.

You, the administrator, can use the sanguot a(1M) command to see the timer value. The squot a(1) command is a user version of the
sanguot a(1M) command. The squot a(1) user command contains options that users can specify to obtain information about quotas that
pertain to them.

Disk Blocks and File Limits

It is possible for a user to exceed an inode quota, without using any blocks, by creating all empty files. It is also possible for a user to use only
one inode and still exceed the block quota by creating a file that is large enough to consume all data blocks in the user’s quota.

File system quotas are expressed in terms of the number of 512-byte blocks that a user can allocate. However, disk space is allocated to user
files in terms of DAUs. The DAU setting is specified by the - a allocation-unit option to the sammkf s(1M) command. It is preferable to set a
block quota to a multiple of the file system DAU. If this is not done, users can allocate only up to the block count, rounded down to the nearest
DAU. See Enabling Default Quota Values for instructions on setting block quotas.

Enabling Quotas

You can enable quotas through a process that includes editing system files, creating quota files, and entering various quota commands.

The following subsections provide details on how to configure a file system to use quotas and how to enable quotas.

Guidelines for Setting Up Quotas

Before you enable quotas, you should determine how much disk space and how many inodes to allocate to each user. If you want to be sure
that the total file system space is never exceeded, you can divide the total size of the file system by the number of users. For example, if three
users share a 100-megabyte slice and have equal disk space needs, you could allocate 33 megabytes to each. In environments in which not all
users are likely to reach their limits, you might want to set individual quotas so that they add up to more than the total size of the file system.
For example, if three users shared a 100-megabyte slice, you could allocate 40 megabytes to each.



You can use the following quota commands, in the formats shown, for displaying quota information:

® The squot a(1) command is for end users. It enables them to retrieve quota information for themselves on a user, group, or admin set
basis.

® The sanmguot a(1M) command is for system administrators. It enables you to retrieve quota information or to set quotas. Use the - U,
- G and - A options for a user, a group, or an admin set, respectively. The following example shows this.

Example — Using sanquot a(1M) to Retrieve Information

The first command displays a user quota. The second command shows a group quota. The last command shows the quota for an admin set.

# samguota -U janet </nount-point>
# sanguota -G pubs </ nmount - poi nt >
# sanmguota -A 99 </nount-point>

How to Configure a New File System to Use Quotas

Use this procedure if you are creating a new file system and no files currently reside in the file system. To configure an existing file system to
use quotas, see To Configure an Existing File System to Use Quotas.

Before you start this procedure, make sure that you do not have the noquot a mount option specified in your sanfs. cnd or/ et ¢/ vf st ab
files.

1. Become superuser.

2. Create the file system.
Either follow the steps outlined in the Sun SAM-QFS Installation and Upgrade Guide, or use the examples in Configuration Examples to
create the ntf file, create the mount point, initialize the file system, and so on .

3. Use the mount (1M) command to mount the file system.
For example:

4. Use the dd(1M) command to create the quota files.
The arguments to this command depend on the type of quota you are creating, as follows:
® To create admin set quotas, use the following command:

For more information about the dd(1M) command, see the dd(1M) man page.

5. Use the unount (1M) command to unmount the file system in which the quota files have been created. For example:

The file system must be unmounted so it can be remounted and have its quota files read at mount time. For more information, see the
urmount (1M) man page.



6. Use the sanf sck(1M) command to perform a file system check.
In the following example, the - F option resets the in-use values in the quota files:

...................................................................................................................................................................

7. Use the mount (1M) command to remount the file system.
The system enables quotas when it detects the presence of one or more quota files in the r oot directory.

) Note-

You do not need to include the quot a mount option in the / et ¢/ vf st ab or sanf s. cnd file. The quot a mount
option is enabled by default with the nount (1M) command, and quotas are enabled automatically when the system
detects the presence of quota files.

For more information about the nount (1M) command, see the mount _sanf s(1M) man page.
8. Use the samquot a(1M) command to set quotas for users, groups, or admin sets.

Subsequent sections in this chapter provide procedures and show examples of this process. For more information about the sanquot a(1M)
command, see the sanguot a(1M) man page.

How to Configure an Existing File System to Use Quotas

Use this procedure if you are creating quotas for a file system that is already populated with files. If you are configuring a new file system to use
quotas, see To Configure a New File System to Use Quotas.

Before you start this procedure, make sure that you do not have the noquot a mount option specified in your sanfs. cnd or/ et ¢/ vf st ab
files.

1. Use the su(1) command to become superuser.
2. Use the mount (1M) command to examine the / et c/ mt t ab file and ensure that the file system is mounted:

...................................................................................................................................................................

Make sure that the file system is listed in the mount list that is displayed.

3. Use the cd(1) command to change to the root directory of the file system for which quotas are to be enabled. For example:

...................................................................................................................................................................

4. Use the | s(1) - a command to retrieve the list of files in this directory and verify that quotas do not already exist on the file system.
If any of the following files are present, quotas have been enabled for this file system: . quot a_u, . quot a_g, . quot a_a.

If any quota type is established for a file system, you can establish any other quota type later. Be careful not to modify existing quota
files when adding new ones.

5. If the quota files do not exist for the types of quotas you wish to enforce, use the dd(1M) command to create the quota files.
Determine the highest existing ID numbers of the types of quotas you wish to enforce. Make the initial, zero, quota files large enough
to hold the records for those IDs; each quota file record requires 128 bytes.

For example, if you want to enable admin set quotas, and the highest admin set ID in use on the file system is 1024, the calculation is as
follows:

(1024 + 1) x 128 = 131200

131200/4096 = 32.031...

Use the following command:

For more information about the dd(1M) command, see the dd(1M) man page.

6. Use the unpunt (1M) command to unmount the file system in which the quota files have been created. For example:



The file system must be unmounted so it can be remounted and have its quota files read at mount time. For more information about
unmounting a file system, see Unmounting a File System.

7. Use the sanf sck(1M) - F command to perform a file system check. This command updates records allocated in the quota files with
current usage information. For example:

8. Use the mount (1M) command to remount the file system in which the quota files have been created.
The system enables quotas when it detects the presence of one or more quota files in the / r oot directory.
You do not need to include the quot a mount option in the / et ¢/ vf st ab or sanf s. cnd file. The quot a mount option is enabled
by default with the mount (1M) command, and quotas are enabled automatically when the system detects the presence of quota files.

) Note-

If quota files are present and if the file system is mounted with quotas disabled, the quota records become
inconsistent with actual usages when blocks or files are allocated or freed. If a file system with quotas is mounted and
run with quotas disabled, run the sanf sck(1M) - F command to update the quota file usage counts before again
remounting the file system with quotas enabled.

For more information about the mount (1M) command, see the mount _sanf s(1M) man page.

9. Use the sanquot a(1M) command to set quotas for users, groups, or admin sets.
Subsequent sections in this chapter provide procedures and show examples of this process. For more information about the sanquot a

(TM) command, see the sanguot a(1M) man page.
How to Assign Admin Set IDs to Directories and Files
1. Use the su(1) command to become superuser.

2. Set the admin IDs. Use the santhai d(1M) command to change the admin set IDs for the directory or file, as follows:
® To set IDs for a file or directory, specify the directory name or path. For example:

® To set IDs for a directory tree, use the - Rand (if necessary) the - h options. The - R option specifies a recursive operation, and
the - h option changes links, not targets. For example:

For more information about the santhai d(1M) command, see the santhai d(1M) man page.

Setting Infinite Quotas

Users with infinite quotas are never denied access to any available file system resource. You can set infinite quota values into record zero of the
user, group, or admin set ID quota files and then use this record as the default value for a new user, group, or admin set ID.

How to Set an Infinite Quota

® Use the sanguot a(1M) command to set the quota limit to zero. For example:



You can set infinite quotas for particular users, groups, or admin set IDs by setting zero values for all hard and soft limits. The following
example shows how to set infinite quotas.

...................................................................................................................................................................

# samuota -G sam-b 0:s,h -f 0:s,h /sanb
# samguota -G sam /sanb

Online Linmts Total Limts
Type 1D In Use Sof t Har d In Use Sof t Hard
/ samb
Files group 101 339 0 0 339 0 0
Bl ocks group 101 248 0 0 2614 0 0
Grace period Os Os

--->|Infinite quotas in effect.

Enabling Default Quota Values

You can use the sanguot a(1M) command to enable a default quota for a user, group, or admin set. This is accomplished through default limits
in user, group, or admin set zero.

How to Enable Default Quota Values for Users, Groups, or Admin Sets

® Use the sanguot a(1M) command. The following command sets default quotas for all admin set IDs:

# samguota -A O -b 12000:s -b 15000:h -b 12G s:t -b 15G h:t \
-f 1000:s -f 1200:h -t 1w /qgfsl

The preceding command sets any user's uninitialized admin set quota limits as follows:

The soft online block limit (- b limit: s) is set to 12,000 blocks.
The hard online block limit (- b limit: h) is set to 15,000 blocks.
The total soft block limit (- b limit: s: t) is set to 12 gigablocks.
The total hard block limit (- b limit: h: t) is set to 15 gigablocks.
The soft file limit (- f limit: s) is set to 1000 files.

The hard file limit (- f limit: h) is set to 1200 files.

The grace period (- t limit) is set to one week.

) Note-
If a quota record already exists, the existing values remain in effect. This occurs, for example, if the admin
group already has blocks assigned to it.

You can set similar default quotas for users or groups by specifying - U 0 or - G 0, respectively, in place of - A 0.

For more information, see the sanguot a(1M) man page.

Enabling Limits

You can use the sanguot a(1M) command to enable a set of limits for a particular user, group, or admin set.

How to Enable Limits for Users, Groups, or Admin Sets

® Use the sanguot a(1M) command. For example, the following commands enable limits for users, groups, and admin sets, respectively.



# sanmguota -U joe -b 15000:s -b 20000:h -b 12G s:t -b 15G h:t \
-f 500:s -f 750:h -t 3d /qgfsl

# sanguota -G proj -b 15000:s -b 20000:h -b 12Gs:t -b 15G h:t \
-f 500:s -f 750:h -t 3d /qgfsl

# samuota -A 7 -b 15000:s -b 20000:h -b 12Gs:t -b 15G h:t \

-f 500:s -f 750:h -t 3d /gfsl

For more information, see the sanguot a(1M) man page.

How to Enable or Change Limits for Users, Groups, or Admin Sets Using an Existing Quota File

After quotas are established, you can use an existing quota file as a template for creating limits for another user, group, or admin set. The
following procedure shows this. You can also use this procedure to change any of the quota settings.

1. Retrieve a quota file and direct the output to a temporary file.
Use the sanguot a(1M) command with the - e option and with one or more of the following options: - U userID, - GgrouplD, or - A
adminsetID.
The following example shows how to retrieve the quot a. gr oup file to use as a template.

) Note-

You can use a group quota entry as a template to create a user quota entry.

! # sanguota -G sam-e /sanb > /tnp/quota.group :
# cat /tnp/quota.group
! # Type 1D i
Lo# Online Limts Total Linmits i
Po# sof t hard sof t hard
i # Files H
| # Blocks
! # Grace Periods
Co# !
| # samguota -G 102 \
; -f 200:s:0 -f 300: h: o -f 200:s:t -f 300: h:t \ §
: -b 40000:s:0 -b 60000: h: o -b 40000000:s:t -b 60000000: h:t \ :
-t 1d:o -t 1d:t / samb

2. Save the file and exit the editor.
3. To apply the changes made in the editor, execute the file using the shell. For example:

The - x option directs the shell to echo the commands it executes. You can omit the - x option if desired.

Checking Quotas

After you have enabled disk and inode quotas, you can check these quotas. The sanquot a(1M) command is an administrator command that
generates a quota report on an individual user, group, or admin set. The squot a(1) command is a user command that enables users to check
their own individual quotas.

How to Check for Exceeded Quotas
1. Become superuser.

2. Display the quotas in effect for mounted file systems.
® Display user quotas, using the following command:



For userID, specify the numeric user ID or user name of the account whose quotas are being examined.

For file, specify a file system for the specified user, group, or admin set. The file argument can also be the name of any file in
the file system. Typically, file is the name of the root directory of the file system.

Example 1. The following example retrieves user hml259 quota statistics in the san® file system on the server and displays
output indicating that this user is not exceeding the quota.

# sanguota -U hml259 /sanb

Online Lints Total Limts
/ sanb
Files user 130959 13 100 200 13 100 200
Bl ocks user 130959 152 200 3000 272 1000 3000
Grace period Os Os

Type ID  In Use Sof t Hard  In Use Sof t Har d i

Example 2. The following example retrieves user memi | quota statistics in all mounted Sun QFS file systems and displays
output indicating that this user is exceeding the quota. Note the plus sign (+) in the Bl ocks row of the output. In the case of
the soft quota limit also being exceeded, a plus sign is also displayed in the Fi | es row.

# sanmguota -U mem |

| Online Linits Total Limits §
: Type ID In Use Sof t Har d In Use Sof t Har d :
/ samb
| Files user 130967 4 500 750 4 500 750 §
! Blocks user 130967 41016+ 40000 50000 41016 50000 50000 :
G ace period 1w Os
{ --->Warning: online soft linits to be enforced in 6d23h36mi5s
i [sanv H
| Files user 130967 4 500 750 4 500 750 §
Bl ocks user 130967 4106 40000 50000 4106 50000 50000
Grace period 1w Os

If a hard limit has been exceeded, or if the soft limit has been exceeded and the grace period has expired, the I n Use field is
marked with an asterisk character (*). If a quota record's limits are inconsistent (for example, if a soft limit is larger than a
hard limit), an exclamation point is used to mark the field, and all allocation operations are prevented.

® Display group quotas, using the following command:

For grouplD, specify the numeric group ID or the group name for the group of users whose quotas are being examined. For
file, specify a file system for the specified group. The file argument can also be the name of any file in the file system.
Typically, file is the name of the root directory of the file system.

For example, the following command retrieves user quota statistics for the group t urt| es in the gf s3 file system:

® Display admin set quotas, using the following command:



For adminsetID, specify the numeric admin set ID of the administrator set whose quotas are being examined. For file, specify a
file system for the specified admin set. The file argument can also be the name of any file in the file system. Typically, file is
the name of the root directory of the file system.

For example, the following command retrieves user quota statistics for the admin set 457 in all mounted file systems:

=

Changing and Removing Quotas

You can change quotas to adjust the amount of disk space or number of inodes allocated to users. You can also remove quotas from users or
from an entire file system. The following subsections describe how to change and remove quotas.

How to Change the Grace Period

You can use the sanguot a(1M) command to change the soft time limit grace period.

1. Retrieve quota statistics for a user, group, or admin set.
See How to Check for Exceeded Quotas for instructions. The following example retrieves information about group samand shows that
this group is over its soft limit.

# samguota -G sam/sanb

Online Limts Total Limts
Type 1D In Use Sof t Har d In Use Sof t Har d
| sanb
Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888* 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Online soft limts under enforcenent (since 30s ago)

2. Examine the output and determine the new limits.
3. Change the soft time limit grace period. The following example shows the samguot a(1M) command options to use.

# samguota -U <userID> -t <interval > <file>
# samguota -G <groupl D> -t <interval > <file>
# sanguota -A <adm nlD> -t <interval > <file>

The arguments for these commands are as follows:

userlD is the numeric user ID or user name of the user whose quotas are being changed.

grouplD is the numeric group ID or the group name for the group of users whose quotas are being changed.

adminID is the numeric admin set ID of the administrator set whose quotas are being changed.

interval is the duration of the grace period. Specify an integer to indicate the quantity and specify a unit of time, if desired.
The default unit is s, which indicates seconds. You can specify w for weeks, d for days, h for hours, or mfor minutes.

® file is the file system for the specified user, group, or admin set. The file argument can also be the name of any file in the file
system. Typically, file is the name of the root directory of the file system

Example — Changing the Grace Period

1. To change the grace period for user memi |, first verify the quotas:



# samguota -U mem | /sanb

Online Limts Total Limts
Type ID In Use Sof t Har d In Use Sof t Har d
/ sant
Files user 130967 4 500 750 4 500 750
Bl ocks user 130967 41016+ 40000 50000 41016 50000 50000
Grace period 3d Os

---> Warning: online soft linmts to be enforced in 2d23h59n¥s

# samguota -U mem | -t 1d /sanb

# samguota -U mem | /sanb

Online Linmts Total Limts
Type ID In Use Sof t Har d In Use Sof t Har d
Files user 130967 4 500 750 4 500 750
Bl ocks user 130967 41016+ 40000 50000 41016 50000 50000
Grace period 1d Os

| /sanb i
i ---> \arni ng: online soft limts to be enforced in 23h58n81s i

Changing the Grace Period Expiration

If a user has exceeded the soft quota limit, changing the grace period itself does not modify the expiration timer of any grace periods that have
already started. If the grace period is already in effect, you can use the samguot a(1M) command to modify the grace period in one of the
following ways:

® C(Clear the grace period timer - The next time the user allocates a file or block while still over a soft limit, the grace period timer is reset
and the grace period restarts.
The following example shows the command used to clear the timer so it starts counting the next time a user in group samattempts to
allocate a block or file in / sanb.

Example — Clearing the Timer

# samguota -G sam -x clear /sanb
Setting Grace Tinmer: continue? y

# sanguota -G sam /sanb

Online Lints Total Limts
Type ID In Use Sof t Har d In Use Sof t Har d
/ sanb
Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888+ 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Warning: online soft limts to be enforced in 6d23h59nb6s

® Reset the grace period timer - When an expiration period is reset, the timer is reset and the grace period restarts.
The following example resets the grace period.

Example — Resetting the Grace Period Timer



# samguota -G sam -x reset /sanb
Setting Grace Tiner: continue? y

# sanguota -G sam /sanb

Online Lints Total Limits
Type ID In Use Sof t Har d In Use Sof t Har d
/ sanb
Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Warning: online soft limts to be enforced in 6d23h59nb2s

® Set the grace period to a value - The timer is set to a value, and it starts counting down immediately from that value. There are no
restrictions on this value. The value can be larger than the grace period. The following example sets a very long expiration period.

Example — Setting a Very Long Grace Period

# samguota -G sam -x 52w / sanb
Setting Grace Tiner: continue? y

# sanguota -G sam /sanb

Online Linmts Total Limits
Type ID In Use Sof t Har d In Use Sof t Har d
/ sant
Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888+ 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Warning: online soft linmts to be enforced in 51w6d23h59nb4s

® Expire the grace period timer - The timer is set to expire immediately. The following example expires the grace period.

Example — Expiring the Grace Period Timer

# sanguota -G sam -x expire /sanb
Setting Grace Timer: continue? y

# samguota -G sam /sanb

Online Linmts Total Limts
Type 1D In Use Sof t Har d In Use Sof t Har d
| sanb
Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Online soft limts under enforcenent (since 6s ago)

How to Inhibit Additional File System Resource Allocations

When the file system detects that quota values are not consistent for a user, group, or admin set, it prevents that user, group, or admin set from
using any more system resources. You can inhibit file system resource allocations by creating inconsistent quota values. For example, you can
inhibit further allocation if the hard block or file limits are lower than the soft block or file limits, or if a user's soft limit is larger than the user's
hard limit.

The file system treats an inconsistent quota setting as a special quota. You can set inconsistent quota values into record zero of the user, group,
or admin set ID quota files, and from there they can become the default values for new users, groups, or admin set IDs.

The following procedure shows how to inhibit further system resource allocations for a user, group, or admin set.



1. Become superuser.
2. Obtain, save, and examine current quota information.
The following example shows how to retrieve current group quota information for group samand write it to a backup file.

# sanguota -G sam-e /sanb | & tee restore.quota.sam

# Type 1D

# Online Limts Tot al Limts

# sof t hard sof t hard
# Files

# Bl ocks

# Grace Periods

sanmguota -G 101 \

- f 2000:s:0 -f 2000: h: o - f 2000:s:t -f 2000: h:t \

-b 40000: s: 0 -b 60000000: h: o -b 60000000:s:t -b 60000000: h:t \
-t 1wo -t 1wt \

-x 51w6d23h59m o -x clear | sanb

To obtain quota information about a user quota, specify the - U userID option in place of the - Goption. To obtain quota information
about an admin set quota, specify the - A adminID option in place of the - Goption.

3. Use the sangquot a(1M) command to set soft quotas to nonzero quotas and hard quotas to zero quotas.
The following command sets the quotas for group samto be inconsistent:

To make the quotas for users or admin sets inconsistent, specify the - U userID or{{-A}} adminID option in place of the - G option.

4. Use the sanguot a(1M) command to verify your changes, as in the following example:

# samguota -G sam/sanb

Online Limts Total Limts

Type ID In Use Sof t Har d In Use Sof t Har d

/ sanb

Files group 101 32! 1 0 32! 1 0
Bl ocks group 101 41888! 1 0 43208! 1 0
Grace period 1w 1w

---> Quota val ues inconsistent; zero quotas in effect.

In the preceding output, a zero quota is in effect. The exclamation point characters (! ) indicate the over-quota condition in the output.

5. Use the sh(1) and samguot a(1M) commands to restore the group's quota to what it was before the file/block allocation was inhibited
and then to verify the changed quotas. The following example shows these commands.

# sh restore. quota.sam
Setting Grace Timer: continue? y
Setting Grace Tinmer: continue? y
# samguota -G sam /sanb

Online Limts Total Limts

Type ID In Use Sof t Hard In Use Sof t Har d

| sanb

Files group 101 32 2000 2000 32 2000 2000
Bl ocks group 101 41888+ 40000 60000000 43208 60000000 60000000
Grace period 1w 1w

---> Warning: online soft limts to be enforced in 6d23h59nb4s

To perform this operation on a user quota, specify the - U userID option in place of the - Goption. To perform this operation on an



admin set quota, specify the - A adminID option in place of the - G option.

How to Remove the Quotas for a File System

To remove or disable quotas for a file system, disable quotas in the mount process.

1. Become superuser.

2. (Optional) Use a text editor to add the noquot a mount option to the / et ¢/ vf st ab or sanf s. cnd file.
As an alternative, you can specify noquot a as an option when you issue the mount command. See Step 4.

3. If the file system is mounted, use the unmount (1M) command to unmount the file system. For example:

If you have difficulty unmounting the file system, see Unmounting a File System.

4. Remount the file system using the nount (1M) command.
If you did not perform Step 2, include the noquot a option with the mount (1M) command. For example:

...................................................................................................................................................................

# nmount -0 noquota /nyfs

5. Manage the quota files by doing one of the following:
® |f you expect to reinstate the quota feature later and therefore do not want to destroy the quota files, unmount the file
system, run the sanf sck(1M) command with its - F option on the file system, and remount the file system with the noquot a
option removed.
® |f you do not expect to reinstate the quota feature or if you want to reclaim the space consumed by the quota files, use the r ir
(1) command to remove the . quot a_u, . quot a_g, and . quot a_a files. For example:

How to Correct Quotas

1. Become superuser.
2. If the file system is mounted, use the unount (1M) command to unmount the file system. For example:

If you have difficulty unmounting the file system, see Unmounting a File System.

3. Perform a file system check. The sanf sck(1M) command updates records allocated in the quota files with correct, current usage
information. For example:

...................................................................................................................................................................

...................................................................................................................................................................

Advanced File System Topics



This section discusses advanced topics that are beyond the scope of basic system administration and usage.

Using Daemons, Processes, and Tracing

It is useful to have an understanding of system daemons and processes when you are debugging. This section describes the Sun SAM and Sun
QFS daemons and processes. It also provides information about daemon tracing.

Daemons and Processes

All daemons are named in the form sam daemon_named. Processes are named in a similar manner, except that processes do not end in the
lowercase letter d.

The following table shows some of the daemons and processes that can run on your system. Others, such as sam generi cd and
sam cat ser ver d, might also be running, depending on system activities.

Table — Daemons and Processes

Process Description
sam-amld Initializes the Sun SAM automated library daemons: sam cat ser ver d, sam scanner d, and sam r obot sd.
samar chiverd  Automatically archives Sun SAM files. This process runs as long as the Sun SAM file system is mounted.

sam cat serverd Keeps track of media in Sun SAM and SAM-QFS library catalogs.

sam fsd Master daemon.

samrftd Transfers data between multiple Sun SAM host systems.

sam r obot sd Starts and monitors automated library media changer control daemons.

sam scannerd Monitors all manually mounted removable media devices. The scanner periodically checks each device for inserted

archive media cartridges.
sam shar ef sd Invokes the Sun QFS shared file system daemon.

samr el easer Attempts to release disk space occupied by previously archived files on Sun SAM file systems until a low-water mark is
reached. The releaser is started automatically when a high-water mark is reached on disk cache and stops when it has
finished releasing files. This is a process, not a daemon.

sam stageal | d  Controls the associative staging of Sun SAM files.

sam st agerd Controls the staging of Sun SAM files.
samr pcd Controls the remote procedure call (RPC) application programming interface (API) server process.
sam-robotsd Starts and monitors the execution of the media changer library control daemons for Sun SAM.

When you run the software, SMF starts the sam f sd daemon. It should restart automatically in case of failure.

In a shared file system, a sam f sd daemon is always active. In addition, one sam shar ef sd daemon is active for each mounted shared file
system.

When a shared file system is mounted, the software starts a shared file system daemon (sam shar ef sd). TCP sockets are used to communicate
between the server and client hosts. All clients that connect to the metadata server are validated against the hosts file.

) Note-

See the host s. f s(4) man page for more information about the hosts file.

The sam shar edf sd daemon on the metadata server opens a listener socket on the port named sam qf s. During the Sun QFS installation
process, the sam gf s entry is automatically added to / et ¢/ ser vi ces file. Do not remove this entry. In addition, the shared file system port
is defined in the / et c/ i net/ servi ces file as port number 7105. Verify that this port does not conflict with another service.



) Note-

Before the Sun QFS 4U2 release, one port per file system was required. You can remove these entries from your file.

All metadata operations, block allocation and deallocation, and record locking are performed on the metadata server. The sam shar ef sd
daemon does not keep any information. Hence, it can be stopped and restarted without causing any consistency problems for the file system.

Trace Files

Several processes can write messages to trace files. These messages contain information about the state and progress of the work performed by
the daemons. The messages are primarily used by Sun Microsystems staff to improve performance and diagnose problems. The message content
and format are subject to change from release to release.

Trace files can be used in debugging. By default, trace files are not enabled. You can enable trace files by editing the def aul t s. conf file. You
can enable tracing for all processes, or you can enable tracing for individual processes. For information about the processes that you can trace,
see the def aul t s. conf (4) man page.

By default, trace files are written to the / var/ opt / SUNWsanf s/ t r ace directory. In that directory, the trace files are named for the processes
(archiver, catserver,fsd,ftpd, recycl er, sharef sd, and st ager). You can change the names of the trace files by specifying
directives in the def aul t s. conf configuration file. You can also set a limit on the size of a trace file and rotate your tracing logs. For
information about controlling tracing, see the def aul t s. conf (4) man page.

Trace File Content

Trace file messages contain the time and source of the message. The messages are produced by events in the processes. You can select the
events by using directives in the def aul t s. conf file.

The default events are as follows:

® Customer notification sysl og or not i fy file messages
® Nonfatal program errors

® Fatal sysl og messages

® Process initiation and completion

® Other miscellaneous events

You can also trace the following events:

® Memory allocations

® Interprocess communication

® File actions

® Operator messages

® Queue contents when changed

® Other miscellaneous events

The default message elements (program name, process ID (PID), and time) are always included and cannot be excluded. Optionally, the
messages can also contain the following elements:

® The date (The time is always included.)
® The source file name and line number
® The event type

Trace File Rotation

To prevent trace files from growing indefinitely, the sam f sd daemon monitors the size of the trace files and periodically executes the
following command:

/ opt/ SUN\Wsanf s/ shbin/trace_rotate

This script moves the trace files to sequentially numbered copies. You can modify this script to suit your operation. Alternatively, you can
provide this function using cr on(1) or some other facility.



Determining Which Processes Are Being Traced

To determine which processes are being traced currently, enter the sam f sd(1M) command at the command line. The following example
shows the output from this command.

Example — sam f sd(1M) Command Output

# samfsd
Trace file controls:
sam ani d /var/ opt/ SUN\Wsanf s/ trace/ sam am d

cust err fatal misc proc date
si ze 10M age O

sam ar chiverd /var/opt/ SUN\Wanf s/ trace/ sam archi verd
cust err fatal ipc msc proc queue date nodul e
si ze 10M age O

sam cat serverd /var/opt/ SUN\Wsanfs/trace/ sam cat serverd
cust err fatal misc proc date
si ze 10M age O

sam dbupd /var/ opt/ SUN\Wsanf s/t race/ sam dbupd
cust err fatal msc proc date
si ze 10M age O

sam f sal ogd /var/ opt/ SUN\Wsanf s/ trace/ sam f sal ogd
cust err fatal nmisc proc date
si ze 10M age O

sam fsd / var/ opt/ SUNWsanfs/trace/ samf sd
cust err fatal misc proc date
si ze 10M age O

samrftd /var/opt/ SUN\Wanfs/trace/ samrftd
cust err fatal msc proc date
si ze 10M age O

samrecycler /var/opt/SUN\Wanfs/trace/ samrecycler
cust err fatal ipc msc proc date nodule type
si ze 10M age O

sam nrecycl er /var/opt/ SU\anfs/trace/ sam nrecycl er
cust err fatal nmisc proc date
si ze 10M age O

sam sharefsd /var/opt/ SUN\Wanfs/trace/ sam shar ef sd
cust err fatal misc proc date
si ze 10M age O

sam st agerd /var/ opt/ SUN\Wsanf s/ trace/ sam st agerd
cust err fatal ipc msc proc date nodul e
si ze 10M age O

sam serverd /var/opt/ SUN\Wsanf s/ trace/ sam serverd
cust err fatal misc proc date
si ze 10M age O

samclientd /var/opt/ SUN\Wsanfs/trace/ samclientd
cust err fatal misc proc date
si ze 10M age O

f sngnt /var/ opt/ SUN\Wsanf s/ trace/ f sngnt
cust err fatal msc proc date
si ze 10M age O

sam shri nk /var/ opt/ SUN\Wsanf s/ trace/ sam shri nk
cust err fatal misc proc date
si ze 10M age O

Woul d start sam archiverd()

Woul d start sam stageal | d()

Woul d start sam stagerd()

Woul d start samam d()

For more information about enabling trace files, see the def aul t s. conf (4) man page and the sam f sd(1M) man page.

Using the set f a(1) Command to Set File Attributes

Sun QFS file systems enable end users to set performance attributes for files and directories. Applications can enable these performance
features on a per-file or per-directory basis. The following sections describe how the application programmer can use these features to select
file attributes for files and directories, to preallocate file space, to specify the allocation method for the file, and to specify the disk stripe width.



For more information about implementing the features described in the following subsections, see the set f a(1) man page.

Selecting File Attributes for Files and Directories

The set f a(1) command sets attributes on a new or existing file. The file is created if it does not already exist.

You can set attributes on a directory as well as a file. When using set f a(1) with a directory, files and directories created within that directory
inherit the attributes set in the original directory. To reset attributes on a file or directory to the default, use the{{- d}} (default) option. When
the{{- d}} option is used, attributes are first reset to the default and then other attributes are processed.

Preallocating File Space

An end user can preallocate space for a file. This space is associated with a file so that no other files in the file system can use the disk addresses
allocated to this file. Preallocation ensures that space is available for a given file, which avoids a file-system-full condition. Preallocation is
assigned at the time of the request rather than when the data is actually written to disk.

Note that space can be wasted by preallocation of files. If the file size is less than the allocation amount, the kernel allocates space to the file
from the current file size up to the allocation amount. When the file is closed, space below the allocation amount is not freed.

You can preallocate space for a file by using the set f a(1) command with either the - L or the{{- [}} (lowercase letter L) option. Both options
accept a file length as their argument. Use the - L option for an existing file, which can be empty or contain data. Use the - | option for a file
that has no data yet. If you use the -1 option, the file cannot grow beyond its preallocated limit.

For example, to preallocate a 1-gigabyte file named / qf s/ fil e_al | oc, type the following:

# setfa -1 1g /qfs/file_alloc

After space for a file has been preallocated, truncating a file to 0 length or removing the file returns all space allocated for a file. There is no
way to return only part of a file’s preallocated space to the file system. In addition, if a file is preallocated with the - | option, there is no way to
extend the file beyond its preallocated size in future operations.

Selecting a File Allocation Method and Stripe Width

By default, a file uses the allocation method and stripe width specified at mount time (see the nount _sanf s(1M) man page). However, an end
user might want to use a different allocation scheme for a file or directory. The user could do this by using the set f a(1) command with the - s
(stripe) option.

The allocation method can be either round-robin or striped. The - s option specifies the allocation method and the stripe width, as shown in the
following table.

Table — File Allocations and Stripe Widths

- s Option = Allocation Method = Stripe Width Explanation
0 Round-robin Not applicable = The file is allocated on one device until that device has no space.

1-255 Striped 1-255 DAUs The file is striped across all disk devices with this number of DAUs per disk.

The following example shows how to create a file explicitly by specifying a round-robin allocation method:

The following example shows how to create a file explicitly by specifying a striped allocation method with a stripe width of 64 DAUs
(preallocation is not used):



Selecting a Striped Group Device

Striped group devices are supported for Sun QFS file systems only.

A user can specify that a file begin allocation on a particular striped group. If the file allocation method is round-robin, the file is allocated on
the designated stripe group.

The following example shows set f a(1) commands specifying that fi | el and fi | e2 be independently spread across two different striped
groups.

Example — set f a(1) Commands to Spread Files Across Striped Groups

# setfa -g0 -sO filel
# setfa -gl -sO file2

This capability is particularly important for applications that must achieve levels of performance that approach raw device speeds. For more
information, see the set f a(1) man page.

Accommodating Large Files

When manipulating very large files, pay careful attention to the size of disk cache that is available on the system. If you try to write a file that is
larger than your disk cache, behavior differs depending on the type of file system that you are using:

® |f you are using a non-archiving file system, the system returns an ENOSPC error.
® |f you are using an archiving file system, the program blocks, waiting for space that might never exist, because the available disk space
is insufficient to handle the request.

If you are operating within an archiving environment and your application must write a file that is larger than the disk cache, you can segment
the file with the segment (1) command. For more information about the segnment (1) command, see the segnent (1) man page or see Using
Segmented Files.

Configuring a Multireader File System

The multireader file system consists of a single writer host and multiple reader hosts. The wri t er and r eader mount options that enable the
multireader file system are compatible with Sun QFS file systems only. The mount options are described in this section and on the
mount _sanf s(1M) man page.

You can mount the multireader file system on the single writer host by specifying the{{- o writer}} option with the nount (1M) command. The
host system with the wr i t er mount option is the only host system that is allowed to write to the file system. The wri t er host system updates
the file system. You must ensure that only one host in a multireader file system has the file system mounted with the wri t er mount option
enabled. If{{- o writer}} is specified, directories are written through to disk at each change and files are written through to disk at close.

t Caution -
The multireader file system can become corrupted if more than one writer host has the file system mounted at one time. It is
the site administrator’s responsibility to ensure that this situation does not occur.

You can mount a multireader file system on one or more reader hosts by specifying the{{~ o reader}} option with the nrount (1M) command.
There is no limit to the number of host systems that can have the multireader file system mounted as a reader.

A major difference between the multireader file system and a Sun QFS shared file system is that the multireader host reads metadata from the
disk, and the client hosts of a Sun QFS shared file system read metadata over the network. The Sun QFS shared file system supports multireader
hosts. In this configuration, multiple shared hosts can be adding content while multiple reader hosts are distributing content.



) Note-

You cannot specify the wr i t er option on any host if you are mounting the file system as a Sun QFS shared file system. You
can, however, specify the r eader option. If you want a Sun QFS shared file system client host to be a read-only host, mount
the Sun QFS shared file system on that host with the r eader mount option. In addition, set the sync_net a mount option to
1 if you use the r eader option in a Sun QFS shared file system. For more information about the Sun QFS shared file system,
see Configuring a Shared File System . For more information about mount options, see the mount _sanf s(1M) man page.

You must ensure that all readers in a multireader file system have access to the device definitions that describe the ma device. Copy the lines
from the ncf file that resides on the primary metadata server host to the ntf files on the alternate metadata servers. After copying the lines,
you might need to update the information about the disk controllers because, depending on your configuration, disk partitions might not show
up the same way across all hosts.

In a multireader file system environment, the Sun QFS software ensures that all servers accessing the same file system can always access the
current environment. When the writer closes a file, the Sun QFS file system immediately writes all information for that file to disk. A r eader
host can access a file after the file is closed by the writer. You can specify the r ef resh_at _eof mount option to help ensure that no host
system in a multireader file system gets out of sync with the file system.

By default, the metadata information for a file on a r eader host is invalidated and refreshed every time a file is accessed. If the data changed,
it is invalidated. This includes any type of access, whether through cat (1), | s(1), t ouch(1), open(2), or other methods. This immediate refresh
rate ensures that the data is correct at the time the refresh is done, but it can affect performance. Depending on your site preferences, you can
use the mount (1M) command’s{{- o invalid=}}n option to specify a refresh rate between 0 seconds and 60 seconds. If the refresh rate is set to a
small value, the Sun QFS file system reads the directory and other metadata information n seconds after the last refresh. More frequent
refreshes result in more overhead for the system, but stale information can exist if n is nonzero.

t.  Caution -
If a file is open for a read on a r eader host, there is no protection against that file being removed or truncated by the
writer. You must use another mechanism, such as application locking, to protect the reader from inadvertent writer actions.

Understanding 1/0 Types

The Sun QFS file systems support paged 1/0, direct I/0O, and switching between the 1/0 types. The following sections describe these 1/0 types.

Paged 1/0

When paged I/0 is used, user data is cached in virtual memory pages, and the kernel writes the data to disk. The standard Solaris OS interfaces
manage paged I/0. Paged I/0 (also called buffered or cached I/0) is selected by default.

Direct I/0

Direct I/0 is a process by which data is transferred directly between the user’s buffer and the disk. This means that much less time is spent in the
system. For performance purposes, specify direct 1/0 only for large, block-aligned, sequential I/0.

The set f a(1) command and the sam set f a(3) library routine both have a{{- D}} option that sets the direct I/O attribute for a file or directory.
If applied to a directory, files and directories created in that directory inherit the direct I/0 attribute. After the{{— D}} option is set, the file uses
direct /0.

You can also select direct I/O for a file by using the Solaris OS di r ect i 0(3C) function call. If you use the function call to enable direct 1/0, the
setting lasts only while the file is active.

To enable direct I/0 on a file system basis, do one of the following:

® Specify the{{- o forcedirectio}} option with the nount (1M) command.
® Put the f or cedi recti o keyword in the mount option column of the / et ¢/ vf st ab file, or use it as a directive in the sanf s. cnd
file.

For more information, see the set f a(1), sam set fa(3), di recti 0(3C), sanf s. cnmd(4), and nount _sanf s(1M) man pages.

I/0 Switching

By default, paged 1/0 is performed, and I/O switching is disabled. However, the Sun QFS file systems support automatic /O switching, a process



by which a site-defined amount of paged 1/0 occurs before the system switches automatically to direct 1/0.

I/0 switching should reduce page cache usage on large I/O operations. To enable I/0 switching, use sanu(1M), or use the di o_wr _consec
and di o_r d_consec parameters as directives in the sanf s. cnd file or as options with the mount (1M) command.

For more information about these options, see the nount _sanf s(1M) or sanf s. cnd(4) man pages.

Configuring WORM-FS File Systems

About WORM-FS File Systems

Write once read many (WORM) technology is used in many applications for data integrity reasons and because of the accepted legal
admissibility of stored files that use the technology.

) Note-

The WORM-FS package ( SUNWsanf swm) is included with the Sun QFS software packages, but must be installed separately by
using the pkgadd command.

The WORM-FS feature offers default and customizable file-retention periods, data and path immutability, and subdirectory inheritance of the
WORM setting.

WORM-FS can operate in one of two modes:

® Sun standard compliance mode (referred to as standard mode), which is the default
® Sun emulation compliance mode (referred to as emulation mode), which is designed to provide compatibility with the emulation mode
of the Sun StorageTek 5320 network attached storage (NAS) appliance and is similar to an interface defined by Network Appliance

One difference between standard and emulation mode is a restriction on the nature of files that can be retained. Specifically, in standard mode,
files with any UNIX executable permissions cannot be retained. There is no such restriction in emulation mode. The restriction in standard mode
exists because of the nature of the retention trigger defined for NFS and FTP. For these protocols, retention is requested by specifying that the
set ui d mode be set on the file. Once a file is retained, a client will see the set ui d mode bit set, but the restriction on executable files will
prevent the possible security hole of allowing an executable file owned by the r oot user to be made WORM and therefore impossible to
remove. A benefit of this approach is that the user or application can more easily determine which files on the system are indeed
WORM-protected files.

Using WORM-FS With NFS Clients

If you are using WORM-FS on Solaris 10 or later with NFS clients connected to it, ensure that NFS version 4 is enabled on the NFS clients and
sever.

If you are running an older version of the Solaris OS (before Solaris 10) and NFS version 3, the NFS client might not show the WORM-FS files. In
this case, follow these steps:

1. Add the following line to the / et c/ syst emfile:

set nfs:nfs_allow preepoch_time =1

2. Reboot the system.

Enabling the WORM-FS Feature

There are four mount options that can be used to enable the WORM-FS feature:

The following table shows four mount options that you can use to enable the WORM-FS feature.

Option Brief Description Notes



wor m_capabl e

wormlite
wor m_enul
emul _lite

Standard WORM mode

Relaxes some of the standard WORM
mode restrictions

WORM emulation mode, which is
designed to provide compatibility with the
emulation mode of the Sun StorageTek
5320 network attached storage (NAS)
appliance

WORM emulation mode, which is
designed to provide compatibility with the
“lite” version of the Sun StorageTek 5320
network attached storage (NAS) appliance

The WORM trigger command, chnod 4000 file-name/directory-name, is
used to set the WORM bit on a file or directory.

The system administrator is allowed to delete files before retention expiration
and reduce the file retention period. File data and path integrity remain
immutable. See WORM "Lite" Options for more information.

This provides standard WORM functionality with a different WORM trigger.
The WORM bit is set by changing a directory or file from writeable to
read-only.

This provides standard WORM lite functionality with a different WORM
trigger. The WORM bit is set by changing a directory or file from writeable to
read-only. As with the worm_lite option, the administrator can carry out
special operations on files. See WORM "Lite" Options for more information.

These four mount options are somewhat exclusive. You can upgrade from “lite” to standard WORM mode, but you cannot change from
standard WORM mode to emulation mode, or from emulation to standard mode. These options can be provided on the command line when
the file system is mounted, listed in / et ¢/ vf st ab, or provided in / opt / SUN\Wsanf s/ sanf s. cnd. The normal rules of precedence for
mount options apply.

The WORM attribute is stored in the mount table and enables WORM files to be created in directories anywhere in the file system.

) Note-

You must have system administration privileges to set a WORM mount option in / et ¢/ vf st ab.

The following example shows an example of WORM-FS mount options. The file system sanf s1 mounted at / sanf s1 is WORM-capable and
has the default retention period for files set to 60 minutes.

Example — Using WORM-FS Mount Options

# cat /etc/vfstab
#devi ce devi ce mount FS fsck nmount mount
#to mount to fsck point type pass at boot options
#

fd - /dev/fd fd - no -
/proc - /proc proc - no -
/ dev/ dsk/c0t 0d0s1l - - swap - no -

sanfsl - /sanfsl sanfs - yes worm capabl e, def _retenti on=60
swap - /tnmp tnpfs - yes -

After the WORM-FS feature has been enabled and at least one WORM file is resident in the file system, the file system's superblock is updated
to reflect the WORM capability. Any subsequent attempt to rebuild the file system through sanmkf s will fail, unless you are using the
worm | iteorenul _Iite mount option.

WORM “Lite” Options

Theworm | i teand enul _|ite mount options create a modified WORM environment that eases the restrictions on actions that can be taken
on WORM-enabled volumes and retained files. The WORM lite options can be a solution for companies with document management and
retention policies requiring data retention guarantees but not the strict constraints that WORM places on systems. Mechanisms exist to alter and
even reverse some data retention decisions.

The WORM lite options can also be used for testing and configuring WORM systems and applications before upgrading to the more strict
standard WORM npolicies.

The WORM lite environment behaves similarly to the standard WORM mode. File data and path remain immutable, but the system administrator
is allowed to carry out the following special actions:

® Remove WORM files before the retention time has expired
® Shorten the retention time on WORM files
® Delete WORM Lite-enabled volumes or rebuild them using the sammkf s command



Creating WORM Files

A WORM mount option enables a file system to contain WORM files, but it does not automatically create WORM files. To create a WORM file,
you must first make the directory WORM-capable. To do this, create an ordinary directory and then use a WORM trigger command to set the
WORM bit on the directory. Depending on the mount option being used, the following WORM trigger commands are available:

® Use chnod 4000 directory-name to set the WORM bit if you are using the wor m_capabl e or wor m | i t e mount option.
® Remove the write permissions on the directory to set the WORM bit if you are using the wor m_erul or emul _I i t e mount option.

After setting the WORM bit on a directory, you can create files in that directory and then use the appropriate WORM trigger to set the WORM
bit on files that you want retained. The WORM trigger is the same for both files and directories.

The following are examples of using the WORM trigger for each of the four mount options using the system-wide default retention value:

Example 1. WORM trigger is chmod 4000

Simple application of the WORM trigger using standard WORM functionality:

[root @ns-east-44]# grep -i worm/etc/vfstab
sanfsl - /sanfsl sanfs - no bg, wor m capabl e

[root @s-east-44]# cd /sanfsl

[ root @s- east-44]# nkdir WORM

[ root @s- east-44]# chnod 4000 WORM
[root @s-east-44]# sls -D

WORM
nmode: drwxr-xr-x |inks: 2 owner: root group: root
| engt h: 4096 admin id: 0 inode: 1025.1
access: Jan 30 15:50 nodification: Jan 30 15:50
changed: Jan 30 15:50 attributes: Jan 1 1970
creation: Jan 30 15:50 residence: Jan 30 15:50
wor m capabl e retention-period: Oy, 30d, Oh, Om

[root @s-east-44]# touch test
[root @s-east-44]# chnod 4000 test
[root @s-east-44]# sls -D

test:
nmode: -r-Sr--r-- links: 1 owner: root group: root
| engt h: 0 admn id: 0 inode: 1026. 3
access: Jan 30 15:51 nodification: Jan 30 15:51
changed: Jan 30 15:51 retention-end: Mar 1 15:51 2007
creation: Jan 30 15:51 residence: Jan 30 15:51
retention: active retention-period: Oy, 30d, Oh, Om

[root @s- east-44]# cd WORM
[root @s-east-44]# rmtest i
rm test: override protection 444 (yes/no)? yes 5
rm test not renoved: Read-only file system i
[root @s-east-44]# |s H
test !

Example 2. WORM trigger is chnmod 4000

Simple application of the WORM trigger using standard WORM lite functionality:



[root @hs-east-44]# grep -i worm/etc/vfstab
sanfsl - /sanfsl sanfs - no bg,wormlite

[ root @s- east -44] # nount sanfsl
[root @s-east-44]# cd /sanfsl
[root @s- east-44]# nkdir WORM
[root @s- east-44]# chnod 4000 WORM
[root @ns-east-44]# sls -D

VORM
nmode: drwxr-xr-x |inks: 2 owner: root group: root
| engt h: 4096 adnmin id: 0 inode: 1025.1
access: Jan 30 16:12 nodification: Jan 30 16:12
changed: Jan 30 16:12 attributes: Jan 1 1970
creation: Jan 30 16:12 residence: Jan 30 16:12
wor m capabl e retention-period: Oy, 30d, Oh, Om

[root @s- east-44]# cd WORM

[root @s- east-44]# touch test
[root @s- east-44]# chnod 4000 test
[root @s-east-44]# sls -D

test:
nmode: -r-Sr--r-- links: 1 owner: root group: root
| engt h: 0 admn id: 0 inode: 1026.1
access: Jan 30 16:13 nodification: Jan 30 16:13
changed: Jan 30 16:13 retention-end: Mar 1 16:13 2007
creation: Jan 30 16:13 residence: Jan 30 16:13
retention: active retention-period: Oy, 30d, Oh, Om

[root @s-east-44]# rmtest

rm test: override protection 444 (yes/no)? yes
[root @hs-east-44]# |s

[ root @s- east - 44] #

Example 3. WORM trigger is chnmod - w

Simple application of the WORM trigger using WORM emulation mode:



[root @hs-east-44]# grep -i worm/etc/vfstab
sanfsl - /sanfsl sanfs - no bg, wor m_emul

[ root @s- east -44] # nount sanfsl
[root @s-east-44]# cd /sanfsl
[root @s- east-44]# nkdir WORM
[root @s- east-44]# chnod -w WORM
[root @ns-east-44]# sls -D

VORM
nmode: drwxr-xr-x |inks: 2 owner: root group: root
| engt h: 4096 adnmin id: 0 inode: 1025.1
access: Jan 30 16:26 nodification: Jan 30 16: 26
changed: Jan 30 16:26 attributes: Jan 1 1970
creation: Jan 30 16:26 residence: Jan 30 16:26
wor m capabl e retention-period: Oy, 30d, Oh, Om

[root @s- east-44]# cd WORM
[root @s- east-44]# touch test
[root @s-east-44]# chnod -w test
[root @s-east-44]# sls -D

test:
node: -r--r--r-- links: 1 owner: root group: root
| engt h: 0 admn id: 0 inode: 1026.1
access: Jan 30 16:26 nodification: Jan 30 16: 26
changed: Jan 30 16:26 retention-end: Mar 1 16:26 2007
creation: Jan 30 16:26 residence: Jan 30 16: 26
retention: active retention-period: Oy, 30d, Oh, Om

[root @s-east-44]# rmtest

rm test: override protection 444 (yes/no)? yes
rm test not renpved: Read-only file system
[root @hs-east-44]# |s

test

Example 4. WORM trigger is chnod - w

Simple application of the WORM trigger using WORM emulation lite mode:



[root @hs-east-44]# grep -i worm/etc/vfstab

sanfsl - /sanfsl sanfs - no bg,emul _lite

[ root @s- east -44] # nount sanfsl

[root @s-east-44]# cd /sanfsl

[root @s-east-44]# nkdir WORM

[root @s- east-44]# chnod -w WORM

[root @ns-east-44]# sls -D

WORM
nmode: drwxr-xr-x |inks: 2 owner: root group: root
| engt h: 4096 adnmin id: 0 inode: 1025.1
access: Jan 30 16:36 nodification: Jan 30 16: 36
changed: Jan 30 16:36 attributes: Jan 1 1970
creation: Jan 30 16:36 residence: Jan 30 16:36
wor m capabl e retention-period: Oy, 30d, Oh, Om

[root @s- east-44]# cd WORM

[root @s- east-44]# touch test

[root @s-east-44]# chnod -w test

[root @s-east-44]# sls -D

test:
node: -r--r--r-- links: 1 owner: root group: root
| engt h: 0 admn id: 0 inode: 1026.1
access: Jan 30 16:36 nodification: Jan 30 16: 36
changed: Jan 30 16:36 retention-end: Mar 1 16:36 2007
creation: Jan 30 16:36 residence: Jan 30 16: 36
retention: active retention-period: Oy, 30d, Oh, Om

[root @s-east-44]# rmtest

rm test: override protection 444 (yes/no)? yes
[root @hs-east-44]# |s

[root @s- east - 44] #

Note -

Use care when applying the WORM trigger. The file data and path cannot be changed after the file has the WORM feature
applied. Once this feature is applied to a file, it is irrevocable. Further, once the WORM trigger is applied to a file, its volume
also become a WORM volume and remains that way. The volume can only be destroyed using a volume management or RAID
interface. If one of the WORM "lite" options was used to create it, the volume can also be rebuilt by using samkf s.

i)

Retention Periods

The WORM-FS feature also includes file-retention periods that can be customized. Assigning a retention period to a file maintains the WORM
features in that file for the specified period of time.

Note -

Retention periods cannot extend beyond 01/18/2038 when initially assigning or extending the period using Solaris/UNIX
utilities. This is due to the fact these utilities use signed 32 bit numbers to represent time in seconds. Time is measured from
the epoch which is January 1, 1970. 2**31 seconds from the epoch extends to 01/18/2038 around 10:14 PM. You can,
however, exceed this date using a default retention period. See Setting the Default Retention Period.

Li]

Do one of the following to set a retention period for a file:

® Advance the file’s access time using the t ouch utility, or with a program using the | i bc subroutine ut i mes() . The file’s retention
period is stored in minutes. After the access time is advanced, use the appropriate WORM trigger to set the WORM bit.

® Use the default retention period for a file. This is accomplished by applying the appropriate WORM trigger and allowing the file system
to apply the default retention period. See Setting the Default Retention Period for more information.

The following example shows the creation of a file in a WORM-capable directory, using the WORM trigger on the file (with the chnod 4000
command), and using the sl s command to display the file's WORM features. This example uses the default retention period of the file system
(60 minutes, as set in Example — Using WORM-FS Mount Options).



Example — Creation of a WORM-Capable Directory and WORM File

# cd WORM

# echo "This is a test file" >> test

# sls -D

test:
nmode: -rwr--r-- links: 1 owner: root group: other
length: 20 admin id: O inode: 1027.1
access: Oct 30 02:50 nodification: Cct 30 02:50
changed: Oct 30 02:50 attributes: Oct 30 02:50
creation: Oct 30 02:50 residence: COct 30 02: 50

checksum gen no_use not_val algo: O

# chnod 4000 test

# sls -D

test:
nmode: -r--r--r-- links: 1 owner: root group: other
length: 20 admin id: O inode: 1027.1
access: Oct 30 02:50 nodification: Oct 30 02:50
changed: Oct 30 02:50 retention-end: Oct 30 2005 03:50
creation: Oct 30 02:50 residence: Oct 30 02: 50
retention: active retention-period: Oy, 0d, 1h, Om
checksum gen no_use not_val algo: O

With the addition of the WORM-FS feature, three states are possible for a file in a Sun QFS file system:

® Normal
® Retained
® Expired

The normal state represents the state of an ordinary file in a Sun QFS file system. A transition to the retained, or active, state occurs when the
WORM bit is set on a file. The expired, or over, state occurs when the file’s retention period is exceeded.

When a retention period is assigned to a file and the WORM trigger is applied to it, the file’s path and data are immutable. When the retention
period expires, the state is changed to “expired” but the path and data remain immutable.

When a file is in an expired state, only two operations are available:

® Extension of the retention period (The retention period cannot be shortened unless you are using a WORM *“lite” option.)
® Deletion of the file

If the retention period is extended, the file’s state returns to “active” and the new end date and duration are set accordingly.

Both hard and soft links to files can be used with the WORM-FS feature. Hard links can be established only with files that reside in a
WORM-capable directory. After a hard link is created, it has the same WORM characteristics as the original file. Soft links can also be
established, but a soft link cannot use the WORM features. Soft links to WORM files can be created in any directory in a Sun QFS file system.

Another attribute of the WORM-FS feature is directory inheritance. New directories created under a directory that includes a WORM attribute
inherit this attribute from their parent. If a directory has a default retention period set, this retention period is also inherited by any new
subdirectories. The WORM bit can be set on any file whose parent directory is WORM-capable. Ordinary users can set the WORM feature on
directories and files that they own or have access to by using normal UNIX permissions.

) Note-

A WORM-capable directory can only be deleted if it contains no WORM files.

Setting the Default Retention Period

The default retention period for a file system can be set as a mount option in the / et ¢/ vf st ab file. For example:
sanfsl - /sanfsl sanfs - nobg, worm enul, def retention=1y60d

The format for setting the default retention period is MyNdOhPm in which M, N, O, and P are non-negative integers and y, d, h, and mstand
for years, days, hours, and minutes, respectively. Any combination of these units can be used. For example, 1y5d4h3mindicates 1 year, 5 days, 4
hours, and 3 minutes; 30d8h indicates 30 days and 8 hours; and 300mindicates 300 minutes. This format is backward compatible with software



versions prior to 4U5, in which the retention period was specified in minutes. It is important to note, although the granularity of the period is in
minutes, the accuracy of the period is based on one day. Also, the function handling days, hours, and minutes does not account for leap years
when determining retention periods. You must consider this when using one (or all) of these to set the default retention period.

You can also use the default retention period to set a file or directory's retention period beyond the year 2038. To do this, set the default
retention period to a value which exceeds 2038 and mount the file system. Then use the appropriate WORM trigger to apply the default
retention period. Here is an example of using the default retention period to set a retention period on a directory and file which exceeds the
year 2038.

Example — Extending the Retention Period Beyond 2038

[root @s-east-44]# grep sanfsl /etc/vfstab
sanfsl - /sanfsl sanfs - no
bg, wor m capabl e, def _r et enti on=34y
[ root @s- east-44]# nount sanfsl
[ root @hs-east-44]# cd /sanfsl
[root @s- east-44]# nkdir WORM
[ root @s- east-44]# chnod 4000 WORM
[root @hs-east-44]# sls -D
WORM
node: drwxr-xr-x links: 2 owner: root group: root
length: 4096 adnmin id: O inode: 1026.1
access: Feb 20 14:24 nodification: Feb 20 14:24
changed: Feb 20 14:24 attributes: Jul 26 1970
creation: Feb 20 14: 24 residence: Feb 20 14:24
wor m capabl e retention-period: 34y, 0d, Oh, Om

[root @s-east-44]# cd WORM

[root @s- east-44]# touch test

[root @s-east-44]# chnod 4000 test

[root @ns-east-44]# sls -D

test:
node: -r-Sr--r-- links: 1 owner: root group: root
length: 0 admin id: O inode: 1027.1
access: Feb 20 14:24 nodification: Feb 20 14:25
changed: Feb 20 14:25 retention-end: Feb 20 14:25 2041

creation: Feb 20 14: 24 residence: Feb 20 14:24
retention: active retention-period: 34y, 0d, Oh, Om

You can also set a default retention period for a directory using the t ouch utility, as described in the following section, Setting the Retention
Period Using t ouch. This retention period overrides the default retention period for the file system and is inherited by any subdirectories.

Setting the Retention Period Using t ouch

You can use the t ouch utility to set or extend a file’s or directory’s retention period. You can also use t ouch to shorten the default retention
period for a directory (but not for a file).

To set the retention period, you must first advance the file's or directory’s access time using t ouch, and then apply the WORM trigger by using
the chmbd command or removing write permissions (depending on the WORM mode in place at the time).

The following example shows the use of the t ouch utility to set a file’s retention period, followed by the application of the WORM trigger.

Example — Using t ouch and chnod to Set the Retention Period



# touch

test:

-a -t200508181125 test

# sls -D

node: -rwr--r-- links: 1 owner: root group:
length: 0 admin id: O inode: 1027.1

access: Aug 18 2005 nodification: Aug 18 11:
changed: Aug 18 11:19 attributes: Aug 18 11:

creation: Aug 18 11:19 residence: Aug 18 11:
# chnod 4000 test
# sls -D
test:

node: -r-Sr--r-- links: 1 owner: root group:

length: 0 admin id: O inode: 1027.1

access: Aug 18 2005 nodification: Aug 18 11:
changed: Aug 18 11:19 retention-end: Aug 18
creation: Aug 18 11:19 residence: Aug 18 11:
retention: active retention-period: 0Oy, 0d,

root

19
19
19

root

19

2005 11:25
19

Oh, 6m

The - a option for t ouch is used to change the access time of the file or directory. The -t option specifies what time is to be used for the
access time field. The format for the time argument is [ [ CC] YY] MVDDhhmm . SS], as follows:

The CC, YY, and SS fields are optional. If CC and YY are not given, the default is the current year. See the t ouch manpage for more

[ CC] - The first two digits of the year.

[ YY] - The second two digits of the year.
MM- The month of the year (01-12).

DD - The day of the month (01-31).

hh — The hour of the day (00-23).

nm- The minute of the hour (00-59).

[ SS] — The second of the minute (00-61).

information on these options.

To set the retention period to permanent retention, set the access time to its largest possible value: 203801182214. 07.

Extending a File's Retention Period

This example shows an example of using t ouch to extend a file's retention period.

Example — Using t ouch to Extend a File's Retention Period

In this example the retention period was extended to Aug 18, 2005 at 11:59AM, which is 26 minutes from the time the WORM trigger was

initially applied.

# sls -D test

nmode: -r-Sr--r-- links: 1 owner: root group:
length: 0 admin id: O inode: 1029.1

test:
node: -r-Sr--r-- links: 1 owner: root group: root
length: 0 admin id: O inode: 1029.1
access: Aug 18 11:35 nodification: Aug 18 11:33
changed: Aug 18 11:33 retention-end: Aug 18 2005 11:35
creation: Aug 18 11:33 residence: Aug 18 11:33
retention: over retention-period: Oy, 0d, Oh, 2m

# touch -a -t200508181159 test

# sls -D

test:

root

access: Aug 18 11:35 nodification: Aug 18 11:33

changed: Aug 18 11:33 retention-end: Aug 18
creation: Aug 18 11:33 residence: Aug 18 11:
retention: active retention-period: 0y, 0d,

2005 11:59
33
Oh, 26m



) Note-

Using t ouch to extend the retention period is independent of the active WORM mode.

Using sl s to View WORM-FS Files

Use the s| s command to view WORM file attributes. The - D option shows whether a directory is WORM-capable. Use this option on a file to
display when the retention period began, when it will end, the current retention state, and the duration as specified on the command line.

The retention period start time and duration (in minutes) are stored in the file's inode.
To access this information directly one must use a program similar to the following example:

Example — Program for Direct Access to Retention Period Start Time and Duration

#i ncl ude <stdio. h>

#i nclude <stdlib. h>

#i ncl ude <string. h>

#i ncl ude <sys/types. h>

/*

* SAMFS includes in /opt/SUNWsanfs/include
*/

#i nclude "stat.h"

#include "lib.h"

/*

* SAVFS libraries in /opt/ SUN\Wsanfs/lib
*/

int

mai n(int argc, char **argv)

{

struct samstat buf;

if (argc !'=2) {
printf("usage: samwormstat filenanme\n");
exit(-1);

}

if (samstat(argv[1], &buf, sizeof(buf)) == 0) {
(void)tine_string(buf.rperiod_start_tine,
buf . rperiod_start_tine, ibuf);
printf(“retention period start is %\n", ibuf);
printf(“retent period duration is %d mnutes\n",
buf . rperiod_duration);
} else {
printf("can not samwormstat %\n", argv[1]);

§ char i buf [ 1000] ; i

The following example shows how sl s - D displays a file's retention status.

Example — Using sl s to Find a File's Retention Status

# sls -D test
test:
node: -r-Sr--r-- links: 1 owner: root group: root
length: 5 adnmin id: O inode: 1027.1 :
access: Aug 18 2008 nodification: Aug 18 11:19
changed: Aug 18 11:19 retention-end: Aug 18 2008 11: 25
creation: Aug 18 11:19 residence: Aug 18 11:19 :
retention: active retention-period: Oy, 0d, Oh, 6m :

In this example, the retention state is active, as shown by the ret enti on: acti ve designation, meaning that the file has the WORM bit set.
The retention period started on August 18, 2008, at 11:19 and will end on August 18, 2008, at 11:25. The retention period was specified to be 0



years, 0 days, 0 hours, and 6 minutes.

Using sfi nd to Find WORM-FS Files

Use the sf i nd utility to search for files that have certain retention periods. See the sf i nd(1) man page for more information on the options.
The following options are available:

-ractive - Finds files whose retention period is active.

-rover - Finds files whose retention periods have expired.

-rafter date - Finds files whose retention period will end after the specified date. The date is specified as YYYYMVDDHHM where
YYYY is the year, MMis the month, DD is the day, HH is the hour, and nmis minutes.

The following example shows the command to find files whose retention period expires after 12/24/2004 at 15:00.

# sfind -rafter 200412241500

® rremain time - Finds files that have retention periods with at least the specified amount of time left. The time is specified as
MyNdChPm where M N, O, and P are arbitrary non-negative integers and y, d, h, and mrepresent the number of years, days, hours, and
minutes, respectively.
For example, the following command finds files for which more than 1 year, 10 days, 5 hours, and 10 minutes remain before expiration.

# sfind -rremain 1y10d5h10m

® _rlonger time - Finds files that have retention periods longer than the specified amount of time. The time is specified as MyNdChPm
where M N, O, and P are arbitrary non-negative integers and y, d, h, and mrepresent the number of years, days, hours, and minutes,
respectively.
For example, the following command finds files that have retention periods longer than 10 days.

# sfind -rlonger 10d

® _rpermanent - Finds files whose retention period is permanent.

Tunable Parameters

This section describes various ways that you can improve file system and archiving performance.

) Note-

Sun recommends that you experiment with performance tuning outside of a production environment. Tuning these variables
incorrectly can have unexpected effects on the overall system.

If your site has a Sun™ Enterprise Services (SES) support contract, please inform SES if you change performance tuning
parameters.

Increasing File Transfer Performance for Large Files

Sun QFS file systems are tuned to work with a mix of file sizes. You can increase the performance of disk file transfers for large files by enabling
file system settings.

How to Increase File Transfer Performance

1. Set the maximum device read/write directive.
The maxphys parameter in the Solaris / et ¢/ syst emfile controls the maximum number of bytes that a device driver reads or writes



at any one time. The default value for the maxphys parameter can differ, depending on the level of your Sun Solaris OS, but it is
typically around 128 kilobytes.
Add the following line to / et c/ syst emto set maxphys to 1 megabytes:

set maxphys = 0x100000

) Note-

The maxphys value must be set to a power of two.

2. Set the SCSI disk maximum transfer parameter.
The sd driver enables large transfers for a specific file by looking for the sd_max_xf er _si ze definition in the
/ kernel / drv/ sd. conf file. If this definition does not exist, the driver uses the value defined in the sd device driver definition,
sd_max_xf er _si ze, which is 1024 x 1024 bytes.
To enable and encourage large transfers, add the following line at the end of the / ker nel / dr v/ sd. conf file:

...................................................................................................................................................................

3. Set the fibre disk maximum transfer parameter.
The ssd driver enables large transfers for a specific file by looking for the ssd_max_xf er _si ze definition in the
/ kernel / drv/ ssd. conf file. If this definition does not exist, the driver uses the value defined in the ssd device driver definition,
ssd_max_xf er _si ze, which is 1024 x 1024 bytes.
Add the following line at the end of the / ker nel / dr v/ ssd. conf file:

...................................................................................................................................................................

) Note-

On Solaris 10 x86 platforms, this change is made in the / ker nel / dr v/ sd. conf file. For a maximum transfer size
of 8 MBytes, the following line is added.sd_max_xf er _si ze=0x800000

4. Reboot the system.

5. Set the wri t ebehi nd parameter.
This step affects paged 1/0 only.
The wr i t ebehi nd parameter specifies the number of bytes that are written behind by the file system when paged 1/0 is being
performed on a Sun QFS file system. Matching the wri t ebehi nd value to a multiple of the RAID’s read-modify-write value can
increase performance.
This parameter is specified in units of kilobytes and is truncated to an 8-kilobyte multiple. If set, this parameter is ignored when direct
1/0 is performed. The default wr i t ebehi nd value is 512 kilobytes. This value favors large-block, sequential /0.
Set the wr i t ebehi nd size to a multiple of the RAID 5 stripe size for both hardware and software RAID-5. The RAID-5 stripe size is the
number of data disks multiplied by the configured stripe width.
For example, assume that you configure a RAID-5 device with three data disks plus one parity disk (3+1) with a stripe width of 16
kilobytes. The wr i t ebehi nd value should be 48 kilobytes, 96 kilobytes, or some other multiple, to avoid the overhead of the
read-modify-write RAID-5 parity generation.
For Sun QFS file systems, the DAU (samkf s(1M) - a command) should also be a multiple of the RAID-5 stripe size. This allocation
ensures that the blocks are contiguous.
You should test the system performance after resetting the wri t ebehi nd size. The following example shows testing timings of disk
writes:

You can set the wr i t ebehi nd parameter from a mount option, from within the sanf s. cnd file, from within the / et ¢/ vf st ab file,
or from a command within the sanu(1M) utility. For information about enabling this from a mount option, see the{{- o writebehind=}}
n option on the nount _sanf s(1M) man page. For information about enabling this from the sanf s. cnd file, see the sanf s. cnd(4)
man page. For information about enabling this from within sarmu(1M), see the samu(1M) man page.

6. Set the r eadahead parameter.



This step affects paged 1/0 only.

The r eadahead parameter specifies the number of bytes that are read ahead by the file system when paged I/0 is being performed
on a Sun QFS file system. This parameter is specified in units of kilobytes and is truncated to an 8-kilobyte multiple. If set, this
parameter is ignored when direct I/O is performed.

Increasing the size of the r eadahead parameter increases the performance of large file transfers, but only to a point. You should test
the performance of the system after resetting the r eadahead size until you see no more improvement in transfer rates. The following
is an example method of testing timings on disk reads:

# timex dd if=/sam nyfile of=/dev/null bs=256k

You should test various r eadahead sizes for your environment. The r eadahead parameter should be set to a size that increases the
1/0 performance for paged I/0, but is not so large as to hurt performance. It is also important to consider the amount of memory and
number of concurrent streams when you set the r eadahead value. Setting the r eadahead value multiplied by the number of streams
to a value that is greater than memory can cause page thrashing.

The default r eadahead value is 1024 kilobytes. This value favors large-block, sequential I/0. For short-block, random 1/0 applications,
set r eadahead to the typical request size. Database applications do their own read-ahead, so for these applications, set r eadahead
to 0.

The r eadahead setting can be enabled from a mount option, from within the sanf s. cnd file, from within the / et c/ vf st ab file, or
from a command within the sanu(1M) utility. For information about enabling this setting from a mount option, see the{{- o
readahead=}}n option on the mount _sanf s(1M) man page. For information about enabling this setting from the sanf s. cnd file, see
the sanf s. cnd(4) man page. For information about enabling this setting from within samu(1M), see the sanmu(1M) man page.

7. Set the stripe width.
The{{- o stripe=}}n option with the nount (1M) command specifies the stripe width for the file system. The stripe width is based on the
disk allocation unit (DAU) size. The n argument specifies that n x DAU bytes are written to one device before writing switches to the
next device. The DAU size is set when the file system is initialized by the sarmkf s(1M) - a command.
If -0 stripe=0 is set, files are allocated to file system devices using the round-robin allocation method. With this method, each file is
completely allocated on one device until that device is full. Round-robin is the preferred setting for a multistream environment. If{{- o
stripe=}}n is set to an integer greater than 0, files are allocated to file system devices using the stripe method. To determine the
appropriate - 0 st ri pe=n setting, try varying the setting and taking performance readings. Striping is the preferred setting for
turnkey applications with a required bandwidth.
You can also set the stripe width from the / et ¢/ vf st ab file or from the sanf s. cnd file.
For more information about the nount (1M) command, see the nount _sanf s(1M) man page. For more information about the
sanf s. cnd file, see the sanf s. cnd(4) man page.

Enabling Qwrite Capability

By default, the Sun QFS file systems disable simultaneous reads and writes to the same file. This is the mode defined by the UNIX vhode
interface standard, which gives exclusive access to only one write while other writers and readers must wait. Qwrite enables simultaneous reads
and writes to the same file from different threads.

The Qwrite feature can be used in database applications to enable multiple simultaneous transactions to the same file. Database applications
typically manage large files and issue simultaneous reads and writes to the same file. Unfortunately, each system call to a file acquires and
releases a read/write lock inside the kernel. This lock prevents overlapped (or simultaneous) operations to the same file. If the application itself
implements file-locking mechanisms, the kernel-locking mechanism impedes performance by unnecessarily serializing I/0.

Qwrite can be enabled in the / et ¢/ vf st ab file, in the sanf s. cnd file, and as a mount option. The - 0 qwr i t e option with the nount (1M)
command bypasses the file system locking mechanisms (except for applications accessing the file system through the network file system (NFS))
and lets the application control data access. If qwri t e is specified, the file system enables simultaneous reads and writes to the same file from

different threads. This option improves I/0 performance by queuing multiple requests at the drive level.

The following example uses the nount (1M) command to enable Qwrite on a database file system:
# mount -F sanfs -o gwite /db

For more information about this feature, see the qwri t e directive on the sanf s. cnd(4) man page or the -0 gqwri t e option on the
nmount _sanf s(1M) man page.



Setting the Write Throttle

The -0 wr_t hrottl e=n option limits the number of outstanding write kilobytes for one file to n. By default, Sun QFS file systems set the
wr_throttl e to 16 megabytes.

If a file has n write kilobytes outstanding, the system suspends an application that attempts to write to that file until enough bytes have
completed the I/0 to allow the application to be resumed.

If your site has thousands of streams, such as thousands of NFS-shared workstations accessing the file system, you can tune the - o

wr _t hrott| e=n option in order to avoid flushing excessive amounts of memory to disk at once. Generally, the number of streams multiplied
by 1024 x the n argument to the - 0o wr _t hr ot t | e=n option should be less than the total size of the host system’s memory minus the
memory needs of the Solaris OS, as shown in this formula:

number-of-streams x n x 1024 < total-memory - Solaris-OS-memory-needs

For turnkey applications, you might want to use a size larger than the default 16,384 kilobytes, because this keeps more pages in memory.

Setting the Flush-Behind Rate

Two mount parameters control the flush-behind rate for pages written sequentially and for stage pages. The f | ush_behi nd and
stage_f 1l ush_behi nd mount parameters are read from the sanf s. cnd file, the / et ¢/ vf st ab file, or the nount (1M) command.

The f 1 ush_behi nd=n mount parameter sets the maximum flush-behind value. Modified pages that are being written sequentially are written
to disk asynchronously to help the Solaris™ Volume Manager (SVM) layer keep pages clean. To enable this feature, set n to be an integer from
16 through 8192. By default, n is set to 0, which disables this feature. The n argument is specified in kilobyte units.

The st age_f | ush_behi nd=n mount parameter sets the maximum stage flush-behind value. Stage pages that are being staged are written to
disk asynchronously to help the SVM layer keep pages clean. To enable this feature, set n to be an integer from 16 through 8192. By default, n
is set to 0, which disables this feature. The n argument is specified in kilobyte units.

For more information about these mount parameters, see the mount _sanf s(1M) man page or the sanf s. cnd(4) man page.

Tuning the Number of Inodes and the Inode Hash Table

The Sun QFS file system enables you to set the following two tunable parameters in the / et ¢/ syst emfile:

ni nodes

® nhino

To enable non-default settings for these parameters, edit the / et c/ syst emfile, and then reboot your system.

The following subsections describe these parameters in more detail.

The ni nodes Parameter

The ni nodes parameter specifies the maximum number of default inodes. The value for ni nodes determines the number of in-core inodes
that Sun QFS software keeps allocated to itself, even when applications are not using many inodes.

The format for this parameter in the / et ¢/ syst emfile is as follows:

set sanfs:ninodes = _val ue_

The range for value is from 16 through 2000000. The default value for ni nodes is one of the following:

® A value that is equal to the ncsi ze setting. The ncsi ze parameter is a Solaris tuning parameter that specifies the number of entries
in the directory name look-up cache (DNLC). For more information about ncsi ze, see the Solaris Tunable Parameters Reference
Manual.

® 2000. The file systems set ni nodes to 2000 if the ncsi ze setting is zero or out of range.

The nhi no Parameter

The nhi no parameter specifies the size of the in-core inode hash table.



The format for this parameter in the / et ¢/ syst emfile is as follows:

set sanfs:nhino = _val ue_

The range for value is 1 through 1048756. value must be a nonzero power of 2. The default value for nhi no is one of the following:

® A value that is equal to the ninodes value divided by 8 and then, if necessary, rounded up to the nearest power of 2. For example,
assume that the following line exists in / et ¢/ syst em

set sanfs:ninodes 8000

For this example, if nhi no is not set, the system assumes 1024, which is 8000 divided by 8 and then rounded up to the nearest power of 2
(210)

® 512. The file systems set nhi no to 512 if the ni nodes setting is out of range.

When to Set the ni nodes and nhi no Parameters

When searching for an inode by number (after obtaining an inode number from a directory or after extracting an inode number from an NFS
file handle), a Sun QFS file system searches its cache of in-core inodes. To speed this process, the file system maintains a hash table to decrease
the number of inodes it must check.

A larger hash table reduces the number of comparisons and searches, at a modest cost in memory usage. If the nhi no value is too large, the
system is slower when undertaking operations that sweep through the entire inode list (inode syncs and unmounts). For sites that manipulate
large numbers of files and sites that do extensive amounts of NFS I/0, it can be advantageous to set these parameter values to larger than the
defaults.

If your site has file systems that contain only a small number of files, it might be advantageous to make these numbers smaller than the defaults.
This could be the case, for example, if you have a file system into which you write large single-file t ar (1) files to back up other file systems.

Using QFS File Systems with SANergy (SAN-QFS)

Using the SAN-QFS File System in a Heterogeneous Computing Environment

The SAN-QFS file system enables multiple hosts to access the data stored in a Sun QFS system at full disk speeds. This capability can be
especially useful for database, data streaming, web page services, or any application that demands high-performance, shared-disk access in a
heterogeneous environment.

You can use the SAN-QFS file system in conjunction with fibre-attached devices in a storage area network (SAN). The SAN-QFS file system
enables high-speed access to data through Sun QFS software and software such as Tivoli SANergy file-sharing software. To use the SAN-QFS file
system, you must have both the SANergy (2.2.4 or later) and the Sun QFS software. For information about the levels of Sun QFS and SANergy
software that are supported, contact your Sun sales representative.

lﬂ Note -

In environments that include the Solaris OS and supported Linux operating systems, use the Sun QFS shared file system, not
the SAN-QFS file system, on the Solaris hosts. For information about the Sun QFS shared file system, see Configuring a Shared
File System. For a comparison of the Sun QFS shared file system and the SAN-QFS file system, see SAN-QFS Shared File System
and Sun QFS Shared File System Comparison.

The following figure depicts a SAN-QFS file system that uses both the Sun QFS software and the SANergy software and shows that the clients
and the metadata controller (MDC) system manage metadata across the local area network (LAN). The clients perform 1/0O directly to and from
the storage devices.

Note that all clients running only the Solaris OS are hosting the Sun QFS software, and that all heterogeneous clients running an OS other than
Solaris are hosting the SANergy software and the NFS software. The SAN-QFS file system’s metadata server hosts both the Sun QFS and the
SANergy software. This server acts not only as the metadata server for the file system but also as the SANergy MDC.



) Note-

The SANergy software is not supported on x64 hardware platforms.

Figure — SAN-QFS File System Using Sun QFS Software and SANergy Software
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Enabling the SAN-QFS File System

The following procedures describe how to enable the SAN-QFS file system. Perform these procedures in the order in which they are presented.

Before You Begin
Before you enable the SAN-QFS file system, keep the following configuration considerations in mind and plan accordingly:

Disks configured for use in a SAN-QFS file system cannot be under the control of a volume manager.
For the Sun QFS metadata server to be enabled or relocated in a SAN-QFS environment, the new metadata server system must be

configured as a SANergy metadata controller.
® A SAN-QFS file system does not recognize segmented files. This can result in unexpected behavior if segmented files are used within

the SAN-QFS environment.
® Devices that are classified as ms or nd devices in the Sun QFS ncf file are not supported in a SAN-QFS file system.

) Note-

This documentation assumes that your non-Solaris clients are hosting SANergy software and NFS software for file
system sharing. The text and examples in this document reflect this configuration. If your non-Solaris clients host the
Samba software instead of the NFS software, see your Samba documentation.

How to Enable the SAN-QFS File System on the Metadata Controller

When you use the SAN-QFS file system, one host system in your environment acts as the SANergy metadata controller (MDC). This is the host
system upon which the Sun QFS file system resides.

1. Log in to the host upon which the Sun QFS file system resides and become super user.



2. Verify that the Sun QFS file system is tested and fully operational.
3. Install and configure the SANergy software.
For instructions, see your SANergy documentation.
4. Use the pkgi nf o(1) command to verify the SANergy software release level:

...................................................................................................................................................................

# pkginfo -1 SANergy

5. Ensure that the file system is mounted.
Use the mount (1M) command either to verify the mount or to mount the file system.
6. Use the shar e(1M) command in the following format to enable NFS access to client hosts:

For gfs-file-system-name, specify the name of your Sun QFS file system, such as qf s1. For more information about the shar e(1M)
command, see the shar e(1M) or shar e_nf s(1M) man page.
For mount-point, specify the mount point of gfs-file-system-name.

7. If you are connecting to Microsoft Windows clients, configure Samba, rather than NFS, to provide security and namespace features.
To do this, add the SANERGY_SMBPATH environment variable in the / et ¢/ i ni t. d/ saner gy file and point it to the location of the
Samba configuration file. For example, if your Samba configuration file is named / et ¢/ swf / snb. conf, you must add the following
lines to the beginning of your / et ¢/ i ni t. d/ saner gy file:

SANERGY_SMBPATH=/ et c/ sf w/ snb. conf export SANERGY_SMBPATH

8. (Optional) Edit the file system table (/ et ¢/ df s/ df st ab) on the MDC to enable access at boot time.

Perform this step if you want to automatically enable this access at boot time.

How to Enable the SAN-QFS File System on the Clients

After you have enabled the file system on the MDC, you are ready to enable it on the client hosts. The SAN-QFS file system supports several
client hosts including IRIX, Microsoft Windows, AIX, and Linux hosts. For information about the specific clients supported, see your Sun sales
representative.

Every client has different operational characteristics. This procedure uses general terms to describe the actions you must take to enable the
SAN-QFS file system on the clients. For information specific to your clients, see the documentation provided with your client hosts.

Steps

1. Log in to each of the client hosts.
2. Edit the file system defaults table on each client and add the file system.
For example, on a Solaris OS, edit the / et ¢/ vf st ab file on each client and add the name of your Sun QFS file system, as follows:

...................................................................................................................................................................

server:/qfsl - /gfsl nfs - yes noac,hard,intr,timeo=1000

On other operating system platforms, the file system defaults table might reside in a file other than / et ¢/ vf st ab. For example, on
Linux systems, this file is / et c/ f st ab.

For more information about editing the / et c/ vf st ab file, see Sun SAM-QFS Installation and Upgrade Guide. For information about
required or suggested NFS client mount options, see your SANergy documentation.

How to Install the SANergy Software on the Clients

After enabling the file system on the client hosts, you are ready to install the SANergy software on the clients. The following procedure
describes the SANergy installation process in general terms.

1. Install and configure the SANergy software.
For instructions, see your SANergy documentation.

2. Use the mount command to NFS mount the file system.
For example:



For host, specify the MDC.
For mount-point, specify the mount point of the Sun QFS file system on the MDC.
For local-mount-point, specify the mount point on the SANergy client.

3. Use the SANergy f use command to fuse the software:

...................................................................................................................................................................

# fuse | <nount - point>

For mount-point, specify the mount point on the SANergy client.

Unmounting the SAN-QFS File System

The following procedures describe how to unmount a SAN-QFS file system that is using the SANergy software. Perform these procedures in the
order in which they are presented.
How to Unmount the SAN-QFS File System on the SANergy Clients

Follow these steps for each client host on which you want to unmount the SAN-QFS file system.

1. Log in to the client host and become super user.
2. Use the SANergy unf use command to unfuse the file system from the software:

...................................................................................................................................................................

For mount-point, specify the mount point on the SANergy client.

3. Use the unount (1M) command to unmount the file system from NFS:

For host, specify the MDC.
For mount-point, specify the mount point of the Sun QFS file system on the MDC.
For local-mount-point, specify the mount point on the SANergy client.

How to Unmount the SAN-QFS File System on the Metadata Controller

1. Log in to the MDC system and become super user.
2. Use the unshar e(1M) command to disable NFS access to client hosts:

For gfs-file-system-name, specify the name of your Sun QFS file system, such as qf s1. For more information about the unshar e(1M
command, see the share(1M) man page.
For mount-point, specify the mount point of gfs-file-system-name.



How to Unmount the SAN-QFS File System on the Sun QFS Clients

Follow these steps on each participating client host.

1. Log in to a Sun QFS client host and become super user.
2. Use the umpbunt (1M) command to unmount the file system.
For example:

# unmount /qgfsl

How to Unmount the SAN-QFS File System on the Sun QFS Server

1. Log in to the host system upon which the Sun QFS file system resides and become super user.
2. Use the umobunt (1M) command to unmount the file system.

Troubleshooting: Unmounting a SAN-QFS File System With SANergy File Holds

SANergy software issues holds on Sun QFS files to reserve them temporarily for accelerated access. If SANergy crashes when holds are in effect,
you will not be able to unmount the file system. If you are unable to unmount a SAN-QFS file system, examine the / var / adnf nessages file
and look for console messages that describe outstanding SANergy holds.

Whenever possible, allow the SANergy file-sharing function to clean up its holds, but in an emergency, or in case of a SANergy file-sharing
system failure, use the following procedure to avoid a reboot.

How to Unmount a File System in the Presence of SANergy File Holds
1. Use the unshar e(1M) command to disable NFS access.
2. Use the samunhol d(1M) command to release the SANergy file system holds.

For more information about this command, see the sanunhol d(1M) man page.
3. Use the umount (1M) command to unmount the file system.

Block Quotas in a SAN-QFS File System

The SANergy software does not enforce block quotas. Therefore, it is possible for you to exceed a block quota when writing a file with the
SANergy software. For more information on quotas, see Enabling Quotas.

File Data and File Attributes in a SAN-QFS File System

The SANergy software uses the NFS software for metadata operations, which means that the NFS close-to-open consistency model is used for
file data and attributes. File data and attributes among SANergy clients do not support the POSIX coherency model for open files.

Using sangr owf s(1M) to Expand SAN-QFS File Systems

You can use the sangr owf s(1M) command to increase the size of a SAN-QFS file system. To perform this task, follow the procedures described
in Adding Disk Cache to a File System.

t. Caution -
When using this procedure, be aware that the line-by-line device order in the ntf file must match the order of the devices
listed in the file system’s superblock.

When the sanmgr owf s(1M) command is issued, the devices that were already in the ntf file keep their positions in the superblock. New devices
are written to subsequent entries in the order in which the are encountered.

If this new order does not match the order in the superblock, the SAN-QFS file system cannot be fused.



SAN-QFS Shared File System and Sun QFS Shared File System Comparison

The SAN-QFS shared file system and the Sun QFS shared file system have the following similarities:

Both can stage files.
Both are useful in data capture environments in which it is desirable that the primary file system host not be responsible for writing the
data.

® Both are advantageous in environments where there is contention for writing files.

The following table describes differences between the file systems.

Table — SAN-QFS Shared File System Versus Sun QFS Shared File System

SAN-QFS File System Sun QFS Shared File System
Uses NFS protocol for metadata. Uses natural metadata.
Preferred in heterogeneous computing environments (that is, when not all Preferred in homogeneous Solaris OS environments.

hosts are Sun systems).

Useful in environments where multiple, heterogeneous hosts must be able to Preferred when multiple hosts must write to the same file at
write data. the same time.

Mount Options in a Shared File System

The Sun QFS shared file system can be mounted with several mount options. This section describes some of these options within the context of
their roles.

You can specify most mount options by using the nount (1M) command, by entering them in the / et c/ vf st ab file, or by entering them in
the sanf s. cnd file. For example, the following / et ¢/ vf st ab file includes mount (1M) options for a shared file system:

sharefsl - /sfs sanfs - no shared,mh_wite

You can change some mount options dynamically by using the sarmu(1M) operator utility. For more information about these options, see Using
the samu Operator Utility.

The following sections summarize the mount options available to you in a shared file system. For more information about any of these mount
options, see the mount _sanf s(1M) man page or see the cross-references mentioned in their descriptions.

Mounting in the Background: the bg Option

The bg mount option specifies that if the first mount operation fails, subsequent attempts at mounting should occur in the background. By
default, bg is not in effect, and mount attempts continue in the foreground.

Reattempting a File System Mount: the r et ry Option

The r et ry mount option specifies the number of times that the system should attempt to mount a file system. The default is 10000.

Declaring a Sun QFS Shared File System: the shar ed Option

The shar ed mount option declares a file system to be a Sun QFS shared file system. This option must be specified in the / et ¢/ vf st ab file in
order for the file system to be mounted as a Sun QFS shared file system. The presence of this option in a sanf s. cnd file or on the mount (1M)
command does not cause an error condition, but it does not mount the file system as a shared file system.



Tuning Allocation Sizes: the m nal | ocsz=n and naxal | ocsz=n Options

The -0 m nal l ocsz=nand - 0 maxal | ocsz=n options to the mount (1M) command specify an amount of space, in kilobytes. This is the
minimum block allocation size. If a file is growing, the metadata server allocates blocks when an append lease is granted. You can use the - o
m nal | ocsz=n option to specify the initial size of this allocation. The metadata server can increase the size of the block allocation depending
on the application’s access patterns up to, but not exceeding, the - 0 maxal | ocsz=n option’s setting.

You can specify these mount (1M) options on the nount (1M) command line, in the / et ¢/ vf st ab file, or in the sanf s. cnd file.

Using Leases in a Sun QFS Shared File System: the r dl ease=n, wr | ease=n, and apl ease=n
Options

A lease grants a shared host permission to perform an operation on a file for as long as the lease is valid. The metadata server issues leases to
each shared host, including itself. The leases are renewed as necessary to permit continued file operations. The possible file operations are as
follows:

® A read lease enables existing file data to be read.
® A write lease enables existing file data to be overwritten.
® An append lease enables a file’s size to be extended and enables newly allocated blocks to be written.

A shared host can continue to update leases for as long as necessary. The lease is transparent to the end user. The following table shows the
mount options that enable you to specify the duration of each lease type.

Table — Lease-Related nmount (1M) Options

Option Action
-0 rdl ease=n This option specifies the maximum amount of time, in seconds, for the read lease.
-0 wrl ease=n This option specifies the maximum amount of time, in seconds, for the write lease.

-0 apl ease=n This option specifies the maximum amount of time, in seconds, for the append lease.

All three leases enable you to specify an n such that 15< n< 600. The default time for each lease is 30 seconds. A file cannot be truncated if a
lease is in effect. For more information about setting these leases, see the nmount _sanf s(1M) man page.

If you change the metadata server because the current metadata server is down, you must add the lease time to the changeover time because
all leases must expire before an alternate metadata server can assume control.

Setting a short lease time causes more traffic between the client hosts and the metadata server because the lease must be renewed after it has
expired.

Enabling Multiple Host Reads and Writes: the mh_wri t e Option

By default, in a Sun QFS shared file system, multiple hosts can read the same file at the same time, and if no host is writing to that file, 1/0 can
be paged on all hosts. Only one host can append or write to a file at any one time.

The mh_wr i t e option controls write access to the same file from multiple hosts. If mh_wri t e is specified as a mount option on the metadata
server host, the Sun QFS shared file system enables simultaneous reads and writes to the same file from multiple hosts. If mh_wri t e is not
specified on the metadata server host, only one host can write to a file at any one time.

By default, mh_wri t e is disabled, and only one host has write access to a file at any one time. The length of that time period is determined by
the duration of the wr | ease mount option. If the Sun QFS shared file system is mounted on the metadata server with the mh_wr i t e option
enabled, simultaneous reads and writes to the s