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Preface
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components.

This document assumes you have a basic understanding of the following:

m Networking

m Storage Area Networks (SANs)

m The Common Information Model (CIM)

Before You Read This Book

In order to fully use the information in this document, you must have thorough
knowledge of the topics discussed in the Sun StorageTek™ Operations Manager 6.0
Installation Guide.
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Using UNIX Commands

This document might not contain information on basic UNIX® commands and
procedures such as shutting down the system, booting the system, and configuring
devices. See the following for this information:

m Software documentation that you received with your system
m Solaris™ operating environment documentation, which is at

http://docs.sun.com
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CHAPTER 1

Overview

This chapter contains the following topics:

“About This Product” on page 1

“Suggested Topics for First-Time Users” on page 2

“Product Components” on page 3

“The User Interface” on page 5

“Accessing the Management Server” on page 11

“Installing the Java Plug-in” on page 12

“Installing the Software Security Certificate” on page 14
“Restarting the Service for the Management Server” on page 18
“Signing Out of the Management Server” on page 19

About This Product

This product can simplify your complex environment and lower your cost of
management with CIM-based integrated storage management. The management
software integrates the management of applications, servers, storage networks, and
storage systems in a single, easy-to-implement and intuitive solution.

The management server integrates the various components in the storage area
network infrastructure into a CIM/WBEM/SMI standards-based database, so you
can eliminate any vendor dependencies and view and manage your infrastructure as
a whole. A SAN is a network configuration that is dedicated to transporting storage
data among network devices, such as storage systems, servers, tape libraries, and
switches. Since the SAN is dedicated to transporting storage data, it frees up the
data network for regular TCP/IP traffic.

This product gives your administrators a single, integrated console to manage
tactical activities such as provisioning storage, managing real-time events, installing
new applications, and migrating servers and storage, as well as strategic activities



such as forecasting, planning, and cost analysis. The management server's integrated
storage management lowers your cost of acquiring and managing a heterogeneous
storage environment.

Key Benefits

m More efficient use of existing assets

m Increased application availability and performance

m Quicker deployment of storage infrastructure and business applications

m Protection of customer flexibility and investments with a standards-based
interface

Storage Management Terms

m CIM — A common data model of an implementation-neutral schema for
describing overall management information in a network/enterprise
environment.

m Web-Based Enterprise Management (WBEM) — An initiative based on a set
of management and Internet standard technologies developed to unify the
management of enterprise computing environments.

m Storage Management Initiative (SMI) — A SNIA standard for implementing
data storage management using CIM.

See the glossary in this user guide for additional definitions.

Suggested Topics for First-Time Users

As a first-time user, you should first become familiar with discovery and Get Details
in the management server. You must configure the management server to discover
the devices on the network, so that the management server becomes aware of them.
Then you must run Get Details, so that the management server is aware of the
various types of elements on the network.

To learn more about discovery and Get Details, see the following topics:

m “Discovering Switches, Storage Systems, NAS Devices, and Tape Libraries” on
page 21

m “Discovering Applications, Backup Hosts and Hosts” on page 105

Once you have discovered and obtained details about the devices in the network,
begin adding users and adding them to roles and organizations. See “Managing
Security” on page 175 for more information.

Once you are done adding users and roles, use the following list as a guideline for
the topics you should learn about:

m “Provisioning” on page 399

m “Event Management” on page 605

m “Running Reports” on page 519
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“Viewing Performance Data” on page 631

Product Components

This product ships with the following software:

Management server — The management server provides various tools to let
you monitor and manage your SAN devices. See “Management Server
Components” on page 3 for more information about these tools.

CIM extensions — A CIM extension gathers information from the operating
system and host bus adapters. It then makes the information available to the
management server. See the installation guide for information on how to install
the CIM extensions.

Optional: Module for managing Microsoft Exchange Server — Management
software for Microsoft Exchange lets the administrator actively manage the data
storage requirements for Microsoft Exchange.

Optional: Module for managing Oracle Database — Management software
for Oracle reduces database storage cost and improves performance, availability,
and reliability by assisting the Oracle database administrator in administering
Oracle instances, particularly storage.

Optional: Module for managing Microsoft SQL Server — Management
software for Microsoft SQL Server lets the administrator manage and monitor
Microsoft SQL Server.

Optional: Module for managing Sybase Adaptive Server Enterprise —
Management software for Sybase lets the administrator actively manage the data
requirements for Sybase.

Optional: Module for managing Caché — Management software for Caché lets
the administrator actively manage the data storage requirements for Caché.

Management Server Components

You may not have access to all of the features described in this section, depending
on the following;:

The type of license you have. Depending on your license, all features may not be
available. See the List of Features to determine if you have access to all features.
The List of Features is accessible from the Documentation Center (Help >
Documentation Center).

The role assigned to your user account. For example, users assigned to the Help
Desk role by default have access to Application Explorer and Event Manager, but
not to System Explorer, Provisioning, Policy Manager, or Reporter.

The following is the full feature set available:
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Application Explorer — Application Explorer lets you monitor and display data
from applications. You can access Application Explorer by clicking Application
Explorer.

Business Tools — The management server provides advisors and automators.
Adpvisors provide detailed information for you to make informed decisions about
your network, such as non-compliant HBA firmware. Automators let you
automate particular tasks. The advisors and automators available to you depend
upon your release. See “Business Tools” on page 781 for more information.
Capacity Explorer — Capacity Explorer provides a graphical representation of
an element's storage capacity in the storage network. See “Finding an Element’s
Storage Capacity” on page 663 for more information.

Chargeback — Chargeback helps you manage departmental ownership, track
cost, and assemble business reports making inquiries, such as audits and
inventory reviews, easier. See “Chargeback” on page 703 for more information.
Command Line Interface — The command line interface (CLI) provides an
alternate way for you to manage elements that the management server monitors.
You can use the CLI commands in scripts to manage your storage.

File Server SRM — File Server SRM does a recursive lookup on the file system
and stores the information in an embedded database. File Server SRM can scan
files very quickly, because of its structure in the database, and because it uses a
multi threaded process. More than one process can be used at a time to scan the
files. Refer to the File Servers Guide for more information.

Event Manager — Event Manager lets you view, clear, sort, and filter events
from managed elements. An event can be anything that occurs on the element, for
example, a device connected to a Brocade switch has gone off-line. See “Event
Management” on page 605 for more information.

Path Provisioning — Path Provisioning lets you schedule a provisioning task,
such as creating zones, to run at a later time. See “Path Provisioning” on page 463
for more information.

Performance Explorer — Performance Explorer provides a graphical
representation of the performance history of an element, such as bytes
transmitted per second for a switch. See “Viewing Performance Data” on

page 631 for more information.

Policy Manager — Policy Manager can automatically send an e-mail, generate
an event, or run a remote script when an element is being overused or when one
of the following occurs:

= A new element is discovered

» Successful provisioning occurs

= An event occurs on one or more specified elements

See “Managing Policies” on page 681 for more information.

Protection Explorer — Protection Explorer helps you to keep track of element
backups. See “Managing Backups” on page 753 for more information.
Provisioning — Provisioning assists you in creating zones, zone sets, and zone
aliases, in addition to storage pools, volumes, and host security groups. For more
information, see “Provisioning” on page 399.
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Reporter — Reporter provides a variety of detailed reports, such as dependency,
event, and utilization reports for discovered elements. See “Running Reports” on
page 519 for more information.

System Explorer — System Explorer is the gateway to many features that let
you view details about the discovered elements. System Explorer provides a
topology that lets you view how the devices in your network are connected. For
more information, see “Viewing Element Topology and Properties” on page 307.

The User Interface

The Home page provides a gateway into the functionality for the product. The user
interface for the Home page is split into several panes:

Top pane — to discovery and configuration features, in addition The
management server can be configured to display the icons for the management
server's utilities.

Left pane — The status light and the buttons for the management server's
utilities are displayed in the left pane.

Right pane — The output of a feature, such as the topology in System Explorer
are displayed in the right pane.

The Top Pane

The menus and button in the upper-right corner of the page provide the following
functionality.

Caution — The Configuration, Security, and Discovery buttons only appear if
you belong to a role that has System Configuration selected on the Edit Role page
(such as the Domain Administrator role). See “Managing Security” on page 175 for
more information.

Configuration — This menu provides the tools for you to manage the
management server, such as saving the database. See “Configuring the
Management Server” on page 219.

Security — This menu lets you manage users, organizations, roles, and licenses.
See “Managing Security” on page 175.

Discovery— This menu provides the tools for the management server to discover
and obtain information from elements in your network. See “Discovering
Switches, Storage Systems, NAS Devices, and Tape Libraries” on page 21 and
“Discovering Applications, Backup Hosts and Hosts” on page 105.
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m Sign out — Use this button to log out of the management server. See “Signing
Out of the Management Server” on page 19.

m Help — This menu provides access to the online help and the copyright
information.

The links in the upper-left corner let you modify your profile and sign out of the
management server.

The status light in the upper-left corner indicates the status of the management
server. It is usually green under normal conditions, as shown in the following figure:

Normal

FIGURE 1-1 Status Light

Table 1-1, “Status Light Settings,” on page 6 shows the possible displays for the
status light.

TABLE 1-1  Status Light Settings

Scenario Status Light
Normal .
Discovery

Getting Topology

Backup Topology Details

Include infrastructure details

Note — When the status light is orange or red, you may want to click the text to the
left of the light to access discovery logs quickly (Discovery > View Logs).
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The Left Pane

The buttons used to access the management server's main utilities are displayed in
the left pane.

Caution — You may not see all of the following utilities, depending on the role
assigned to your user account. For example, users assigned to the Help Desk role by
default have access to Application Explorer and Event Manager, but not to System
Explorer, Provisioning, Policy Manager, or Reporter.

Application Explorer — Application Explorer lets you monitor and display
information obtained from discovered databases.

Protection Explorer — Protection Explorer lets you monitor the overall status of
the backup process, and visualize the backup configuration and recoverability of
a file, directory, volume, or server. See “About Protection Explorer” on page 753.
System Explorer — System Explorer lets you access systems, and view assets by
fabric and logical path. See “About System Explorer” on page 307.

Capacity Explorer — Capacity Explorer provides a graphical representation of
an element's storage capacity in the storage network. See “About Capacity
Explorer” on page 663.

Performance Explorer — Performance Explorer provides a graphical
representation of the results obtained from monitoring your elements. See
“Creating Performance Charts” on page 640.

Event Manager — Event Manager lets you view, clear, sort, and filter API-
generated events. See “About Event Manager” on page 605.

Provisioning — Provisioning assists you in creating zones, zone sets, and zone
aliases, in addition to storage pools, volumes, and host security groups. See
“About Provisioning” on page 399.

Policy Manager — Policy Manager lets you set up rules so that an automated
response occurs when a particular event happens, or a value triggers the system.
See “About Policy Manager” on page 681.

Business Tools — The management server provides advisors and automators.
Adpvisors provide detailed information for you to make informed decisions about
your network, such as non-compliant HBA firmware. Automators let you
automate particular tasks. The advisors and automators available to you depend
upon your release. See “About the Business Tools” on page 781.

Chargeback — Chargeback helps you manage ownership by department, track
costs, and assemble business reports. You can view data gathered by Chargeback
by element, department, or the entire enterprise. You can show upper
management reports with the data that Chargeback gathered. These reports can
be e-mailed on a regular schedule. See “About Chargeback” on page 703 for more
information.

Reporter — Reporter provides detailed reporting on the infrastructure, such as
statistics and usage trends. See “About Reporter” on page 519.
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Opening and Closing the Left Pane
The management server lets you open and close the left pane. If you want to obtain

additional screen space for the main pane, close the left pane by clicking the section
between the arrows at the upper-right border for the left pane:

User: | admin|
current iewy ISystem

List | .ﬂu:u:essl F'athl

FIGURE 1-2 Closing the Left Pane

The buttons in the left pane are moved to the top of the page. See Table 1-2, “Buttons
Displayed When the Left Pane Is Closed,” on page 8 for an explanation of the
buttons.

TABLE 1-2  Buttons Displayed When the Left Pane Is Closed

Button Provides Access to...
p The Home page
ut pag
- Application Explorer
a PP P
e Protection Explorer
4
o System Explorer
.
. Capacity Explorer
i Performance Explorer
iitl:
L\\, Event Manager
Provisioning
P
@ Policy Manager
{Ei Business Tools
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TABLE 1-2  Buttons Displayed When the Left Pane Is Closed (Continued)

Button Provides Access to...

Chargeback

J

Reporter

To open the left pane, click the section between the arrows in the upper-left border,
as shown in the following figure. In some builds, the left pane may be intentionally

disabled.
P i ;
. F‘“] admin < Sign out - No
Farrae: o e ™ i
Currert Wiew IS':.fstem "’I & @% 0% - e@, @
izt | access | Path | S8 Domain & |

FIGURE 1-3 Opening the Left Pane

The Home Page
After you log into the management server, you are shown the Home page. The
Home page provides an overview of the main features for the management server.

To access a feature, click its icon.

TABLE 1-3  Icons on the Home Page

Feature Description Where to Find More Information

Policy Manager can send you email, “Managing Policies” on page 681.
generate an event, or run a custom script
when policy conditions are met. You can
define policies to monitor provisioning
status, element creation, storage utilization,
and incoming events.

Application Explorer lists the applications “Accessing Information About
and their instances running in the storage Applications” in the application
area network (SAN) and any events guide.

associated with them.

Application Explorer
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TABLE 1-3

Icons on the Home Page (Continued)

Feature

Description

Where to Find More Information

5%

Protection Explorer

Protection Explorer lets you keep track of
element backups.

“Managing Backups” on page 753

System Explorer

System Explorer shows you the topology of
your SAN and gives you the ability to
explore details about each element.

“Viewing Element Topology and
Properties” on page 307

o
ilth

Performance Explorer

Performance Explorer provides detailed
performance-management capabilities,
enabling you to visualize what you have
and how it is performing.

“Viewing Performance Data” on
page 631

-

Capacity Explorer

Capacity Explorer provides a graphical
representation of an element's storage
capacity and utilization in the storage
network.

“Finding an Element’s Storage
Capacity” on page 663

A

Event Manager

Event Manager keeps you informed of
what is happening with your managed
elements. Its filter and report format allows
you to easily view, clear, and sort the
events you are interested in.

“Event Management” on page 605

D

Provisioning simplifies your SAN-zoning
and storage management tasks. The format
minimizes errors by giving you easy-to-
follow instructions and step-by-step
screens.

“Provisioning” on page 399

Provisioning
Chargeback helps you manage “Chargeback” on page 703
departmental ownership, track costs, and
assemble business reports, making
inquires, such as audits and inventory
reviews, easier.
Chargeback
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TABLE 1-3  Icons on the Home Page (Continued)
Feature Description Where to Find More Information
‘b, Business Tools helps you manage the “Business Tools” on page 781
L] - .
L5 business aspect of your network. You can
e 8 : o
' ]) use Advisors to retrieve important network
L T information, and Automators to automate

Business Tools

tasks.

Reporter

Reporter provides reports using data
collected by the management server. Some
of these reports give you enterprise views
of your hosts, switches, storage systems, or
applications, while others give you an at-a-
glance analysis based on assets,
ownerships, chargeback, or performance
information.

“Running Reports” on page 519

You may not see all of these features, depending on the following:

The type of license you have. Depending on your license, all features may not be
available. See the “List of Features” to determine if you have access to all features.
The List of Features is accessible from the Documentation Center (Help >
Documentation Center).

The role assigned to your user account. For example, users assigned to the Help
Desk role by default have access to Application Explorer and Event Manager, but
not to System Explorer, Provisioning, Policy Manager, and Reporter. See “About
Security for the Management Server” on page 175 for more information.

Accessing the Management Server

Keep in mind the following;:

Make sure you do not have pop-up blocking software enabled. If your Web
browser has an option for blocking pop-ups, disable it. The management server
uses pop-ups for dialog boxes.

If you are using a Web browser on Sun Solaris, you must manually install the
Java Plug-in to access several components on the management server. See
“Installing the Java Plug-in” on page 12 for more information.

It may take more time to log into the management server during a topology
recalculation.

To access the management server:

1.

Access the Sun Web Console by entering the following URL in a Web browser:

https://mgmt-station-hostname.domain:6789
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where

» mgmt-station-hostname.domain is the management station host name
= 6789 is the default port number for the Sun Web Console software

2. Enter the user name and password that is used to access the host.
3. Click Log In.
4. On the Sun Web Console, click Sun StorEdge™ Enterprise Storage Manager.

5. If you receive an error message when you attempt to connect to the management
server, the AppStorManager service might be still starting. Wait for it to complete
its start script.

Note — If you see a message resembling the following, see “Receiving HTTP
ERROR: 503 When Accessing the Management Server” on page 800: Receiving
HTTP ERROR: 503 javax.ejb.EJBException: null;
CausedByException is: Unexpected Error; nested exception is:
java.lang.NoClassDefFoundError

6. In the management server login page, enter admin in the Name box, password
in the Password box, and click Login.

7. Click Security > Licenses in the upper-right corner.

8. Select the tools and enter the number of MAPs, MALs, instances, and terabytes
you are licensed to use.

Contact customer support if you are uncertain of which products you purchased
and for how many MAPs, instances, and terabytes.

9. Click Save Changes to certify that you are authorized to use the components
selected.

10. When you are shown the license agreement, accept the license if you agree with
its terms.

Your changes take effect.

Installing the Java Plug-in

Java 2 Runtime Environment is required to access several features in the
management server, such as System Explorer. If your Web browser is running on
Sun Solaris or Linux, you must manually install the Java plug-in.
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To install the Java plug-in on Solaris:
1. Go to the following URL and download the installation file for the Sun JRE:
http://<management_server>/appiqg/j2re-1_4_2_ 04-solaris-sparc.sh

where <management server> is the hostname of the management server.

2. In a terminal window, execute the downloaded file in a directory where you want
the JRE installed.

This executable installs the Sun JRE on your computer.

The Java plug-in for your Web browser is available in the following file:
$JRE _HOME/plugin/sparc/ns6l0/libjava oji.so

where $JRE_HOME is the directory containing the JRE installation.

3. In a terminal window, go to the $HOME/ .mozilla/plugins directory. Create a
plugins directory if it does not exist.

4. Remove any existing links to the Java plug-in in this directory.

5. Create a symbolic link to the Java plug-in by using the following command:

In -s SJRE_HOME/plugin/sparc/ns610/libjava_oji.so

Note — Remember the dot at the end of the command.

6. If you are a root user on the server and you want to make the plug-in available to
all users, create a symbolic link in the plugins directory under the browser's
installation directory, typically /opt/SUNWns/plugins.

Note — Any existing plug-ins in a user's home directory take precedence over this
system-wide plug-in.

7. Restart your Web browser.
To install the Java plug-in on Linux:

1. Go to the following URL and download the installation file for the Sun JRE when
asked:

http://<management_server>/servlet.html?page=JavaPluginLinux

where <management server> is the hostname of the management server.

2. In a terminal window, execute the downloaded file in a directory where you want
the JRE installed.

This executable installs the Sun JRE on your computer.

The Java plug-in for your Web browser is available in the following file:
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$JRE_HOME/plugin/i386/ns7/libjavaplugin oji.so
where SJRE HOME is the directory containing the JRE installation.

3. Set the executable permission of the downloaded file:

chmod +x downloaded file name

4. In a terminal window, go to the $HOME/ .mozilla/plugins directory. Create a
plugins directory if it does not exist.

5. Remove any existing links to the Java plug-in in this directory. You may use the
rm libjavaplugin oji.so command in a terminal window to remove an
existing symbolic link to the Java plug-in.

6. Create a symbolic link to the Java plug-in by using the following command:

ln -s SJRE_HOME/plugin/i386/ns7/libjavaplugin_oji.so .

Note — Remember the dot at the end of the command.

Note — If you create this symbolic link in any directory other than
$HOME/ .mozilla/plugins, your browser will not be able to use this new Java
plug-in.

7. If you are a root user on the server and you want to make the plug-in available to
all users, create a symbolic link to the Java plug-in in the plugins directory
under the browser's installation directory.

Note — Any existing plug-ins in a user's home directory take precedence over this
system-wide plug-in.

8. Restart your Web browser.

Installing the Software Security
Certificate

To stop receiving a Security Alert message each time you use the HTTPS logon,
install the software security certificate, as described in this section.

m “Installing the Certificate by Using Microsoft Explorer 6.0” on page 15

m “Installing the Certificate by Using Firefox 1.5” on page 16
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m “Changing the Security Certificate to Match the Name of the Server” on page 16

Keep in mind the following;:

m Enter the DNS name of the computer in the URL instead of 1localhost. If you
use https://localhost to access the management server, you are shown a
"Hostname Mismatch" error.

Management server installation on Linux requires a hardcoded IP of the server’s
IP address to start the appstormanager service. (Linux requires the Fully
Qualified Domain Name and the IP address on separate lines on /etc/hosts
for the management server to start. This is the OS default.) Refer to the
Installation Guide for additional details.

m To receive a trusted certificate, you need to purchase a certificate from a trusted
entity. (Most browsers have trust relationships set up for Verisign, Entrust, and
Thawte, among others.) Set the Common Name (CN) to the name of your
management server. Note that the Common Name in the certificate must match
the name in the URL.

Installing the Certificate by Using Microsoft
Explorer 6.0

1. Access the management server by entering the following:
https://<machinename>

where machinename is the name of the management server.

2. When the security alert message appears, click OK.

If you do not want the Web browser to warn you about a secure connection at
any Web site, select the In the future, do not show this warning option.

3. When you are told there is a problem with the site's security certificate, click View
Certificate.

4. When you are shown the certificate information, click Install Certificate at the
bottom of the screen.

5. When you are shown the Certificate Import Wizard, click Next to continue the
installation process.

6. Select one of the following:
= Automatically select the certificate store based on the type of
certificate—This option places the certificate automatically in the appropriate
location.
= Place all certificates in the following store—This option lets you pick the
store where the certificate will be stored.
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7. Click Finish.

8. When you are asked if you want to install the certificate, click Yes.

Installing the Certificate by Using Firefox 1.5

1. Access the management server by entering the following;:
https://machinename
where machinename is the name of the management server.

2. When the security alert message appears, click the Accept this certificate
permanently radio button.

3. Click OK.

Changing the Security Certificate to Match the
Name of the Server

If your users are shown a Security Alert window with the following message, you
might want to modify the security certificate so users feel more comfortable with
installing the certificate:

The name of the security certificate is invalid or does not match the
name of the site.

You can change the security certificate so that users receive the following message
instead:

The security certificate has a valid name matching the name of the
page you are trying to view.

When you change the certificate, you must use the generateAppigKeystore program
to delete the original certificate, then use the generateAppiqKeystore program to
create a new certificate and to copy the new certificate to the management server.

On Microsoft Windows:
1. Go to the $MGR_DIST%\Tools directory.

2. To delete the original certificate, enter the following at the command prompt:
$MGR_DIST%\Tools> generateAppigKeystore.bat del

The original certificate is deleted.

3. To create a new certificate containing the DNS name of the management server,
enter the following at the command prompt:
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$MGR DIST%\Tools> generateAppigKeystore.bat

4. If the program is unable to detect a DNS name, enter the following at the
command prompt:

$MGR_DIST%\Tools> generateAppigKeystore.bat <mycomputername>

where mycomputername is the DNS name of the computer

5. To copy the new certificate to the management server, enter the following at the
command prompt:

$MGR_DIST%\Tools> generateAppigKeystore.bat copy

The new certificate is copied to the correct location.
On Sun Solaris and Linux:

1. Go to the <Install Dir>/install directory directory and run the
following command:

eval ‘./usersvars.sh®

Caution — The quotes in the example must be entered as left single quotes.

2. Go to the following directory:
<Install Dir>/Tools

where Install Dir is the directory into which you installed the management
server.
3. To delete the original certificate, enter the following at the command prompt:
perl generateAppIQKeyStore.pl del

The original certificate is deleted.

Note — If you see an error message when you enter this command, a previous
certificate may not have been created. You can ignore the error message.

4. To create a new certificate containing the DNS name of the management server,
enter the following at the command prompt:

perl generateAppIQKeyStore.pl

5. If the program is unable to detect a DNS name, enter the following at the
command prompt:

perl generateAppIQKeyStore.pl create <mycomputername>

where mycomputername is the DNS name of the computer
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6. To copy the new certificate to the management server, enter the following at the
command prompt:

perl generateAppIQKeyStore.pl copy

The new certificate is copied to the correct location.

Restarting the Service for the
Management Server

By default, the software runs as a service from the time the management server has
restarted. If you must restart the service, it is recommended that you restart the
service from the Services window, rather than from the command prompt window.

Caution — The service must be running for users to access the management server.

To restart the AppStorManager service on a management server:

On Microsoft Windows:

1. Go to the Services window, usually accessible from the Control Panel.
2. Right-click AppStorManager.

3. Select Stop from the menu.

4. To start the management server, right-click AppStorManager, and select Start
from the menu.

On Sun Solaris and Linux:

Caution — Linux management servers require a fixed IP address for starting the
appstormanager service.

1. Open a command prompt window.

2. To stop the management server, enter the following at the command prompt:

/etc/init.d/appstormanager stop

3. To start the management server, enter the following at the command prompt:

/etc/init.d/appstormanager start
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4. To see the status of the management server, enter the following at the command
prompt:

/etc/init.d/appstormanager status

Signing Out of the Management Server

Sign out of the management server to prevent unauthorized users from accessing the
SAN.

To sign out, click the Sign Out link in the upper-left corner of the page.

Chapter 1 Overview 19



20 Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



CHAPTER 2

Discovering Switches, Storage Systems,
NAS Devices,
and Tape Libraries

Before you can use the management server, you must execute the discovery process
to make the software aware of the elements on your network, such as switches,
storage systems, NAS devices, and tape libraries. Discovery obtains a list of
discovered elements and information about their management interface and
dependencies.

Note — The management server can discover only elements with a suitable
management interface. Refer to the support matrix for information about supported
hardware.

This chapter contains the following information:

“Discovery Steps” on page 22

“Overview of Discovery Features” on page 24

“Discover Switches” on page 34

“Discover Storage Systems, NAS Devices and Tape Libraries” on page 57
“Building the Topology” on page 88

“Get Details” on page 90

“Using Discovery Groups” on page 92

“Deleting Elements from the Product” on page 96
“Working with Quarantined Elements” on page 98
“Updating the Database with Element Changes” on page 99
“Notifying the Software of a New Element” on page 101
“Viewing Log Messages” on page 101

“Viewing the Status of System Tasks” on page 102
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Discovery Steps

Discovery for switches, storage systems, tape libraries and NAS devices consists of
several actions:

1. Discover your switches. See “Discover Switches” on page 34.

2. Discover your storage systems, tape libraries, and NAS devices. See “Discover
Storage Systems, NAS Devices and Tape Libraries” on page 57.

3. If you want to view the topology quickly in System Explorer, obtain the topology
as described in “Building the Topology” on page 88 (Optional). Keep in mind this
step only gathers the information necessary for displaying the topology.

4. Perform Get Details. Get Details is required to obtain detailed information from
the elements you discovered, including provisioning information. See “Get
Details” on page 90.

Note — Running Get Details takes time. You might want to perform this process
when the network and the managed elements are not busy. See “Get Details” on
page 90 for more information.

Overall Discovery Tasks

Before you begin the discovery process, note the following;:

m Get Details does not default to an automatic schedule. In most cases, we
recommend running Get Details once a day during off-peak hours. For more
information, see “Get Details” on page 90.

m Make sure the credentials you enter are correct. When credentials are not
supplied, the default user names and passwords are tried for the element.

m For elements that support multiple discovery protocols (for example, SNMP and
SMI-S), only one protocol at a time is supported for a given element. If you want
to change the protocol used to discover an element that has already been
discovered, delete the element before attempting to rediscover it with a different
protocol. For more information, see “Deleting Elements from the Product” on
page 96.

m Elements discovered through SMI-S and hosts discovered with CIM extensions
from Build 5.1 and later of the product cannot be added to discovery groups.
These elements are listed separately and can be placed independently into
scheduled Get Details tasks without being part of a discovery group. This allows
you greater flexibility when gathering discovery data. (For more information, see
“Creating Custom Discovery Lists” on page 93).
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m If you have a problem discovering an element, try enabling Troubleshooting
Mode. For more information, see “Troubleshooting Mode” on page 813.

m To obtain information about the storage area network (SAN), include in the
discovery the IP addresses for the following;:

Fibre channel switch. The Fibre Channel switch contains a list of all elements
within the fabric. The management server obtains a detailed listing of all
elements connected to the switch fabric.

A host containing a Host Bus Adapter (HBA). All Fibre Channel host adapters
look for available elements attached to the HBA. This information is gathered
by CIM extensions and sent to the management server.

Note - Since CIM extensions have not been installed yet, the management server
will not be able to obtain this data when you perform discovery for elements. For
more information, see “Deploying and Managing CIM Extensions” on page 155 and
“Discovering Applications, Backup Hosts and Hosts” on page 105.

A proxy connected to the SAN - Include a proxy that has a direct connection or
a SAN connection to the management server. An example of a proxy is the
EMC Solutions Enabler or Hitachi HiCommand Device Manager. LSI storage
systems do not require a proxy, as they can be accessed directly. Make sure the
proxy service has started. On a computer running Windows, this can be
determined by looking in the Services window. EMC Solutions Enabler
requires additional steps for discovery. See “Discovering EMC Solutions
Enabler” on page 60 for more information.

The process for making the management server aware of the elements on your
network consists of four stages:

1.

If you have several switches and storage systems that use the same password and
user name, set that password and user name as the default. For more information,
see “Setting Default User Names and Passwords” on page 24.

Discover your switches. For information on how to discover the types of switches
in your network, see “Discover Switches” on page 34.

Discover your storage systems, NAS devices and tape libraries. For more
information, see Table 2-3, “Discovery Requirements for Storage Systems, Tape
Libraries & NAS Devices,” on page 57.

Perform Get Details (Discovery > Details), which is required to obtain
information from your discovered elements.

Note — Running Get Details takes time. You might want to perform this process
when the network and the managed elements are not busy. See “Get Details” on
page 90 for more information.
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Overview of Discovery Features

Discovery features allow you to:

m Provide up to three default user name and passwords for discovery.

m Import pre-existing discovery lists, so you do not need to re-enter discovery
information.

Save your existing discovery list.

Modify a discovery entry.

Remove elements from a discovery list.

Import or save discovery settings to a file.

This section contains the following topics:

m “Setting Default User Names and Passwords” on page 24

m “Adding an IP Range for Scanning” on page 27

m “Adding a Single IP Address or DNS Name for Discovery” on page 29
m “Modifying a Single IP Address Entry for Discovery” on page 30

m “Removing Elements from the Addresses to Discover List” on page 31
m “Importing Discovery Settings from a File” on page 31
m “Saving Discovery Settings to a File” on page 33

Setting Default User Names and Passwords

You can specify up to three default user names and passwords. If several of the
elements in the same domain use the same user name and password, assign that
user name and password as the default. The management server uses the default
user names and passwords if a user name and password are not assigned to an
element in the Setup screen.

For example, if you have several hosts using the same user name and password, you
could enter the default user name and password. If one of the hosts is connected to
a storage system with another user name and password, you would also enter this
user name and password.

Caution — Do not specify the user name and password for the storage system in the
individual range because that overrides the default user name and password.

To access a Windows-based device, prefix the user name with domain name\, as
shown in the following example. This is required by the Windows login mechanism.

domain name\user name

where
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m domain name is the domain name of the element
m user name is the name of the account used to access that element

To save time, before you begin, make sure the user names and passwords are
correct. The software tries each of the default user names and passwords whenever
it finds an element.

To add the default user name and passwords:
1. Click Discovery, then click Setup in the upper-right pane of the window.
2. Under Discovery Setup, select Step 1 at the top of the screen.

3. Click Set Default User Name and Password.

The Set Default User Name and Password pane appears (Figure 2-1, “Setting
Default User Names and Passwords,” on page 26).
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FIGURE 2-1 Setting Default User Names and Passwords

4. In the User Name box, enter the user name for one or more elements.

5. In the Password box, enter the corresponding password for the user name entered
in the previous step.
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6.
7.

8.

In the Verify Password box, re-enter the password.

Repeat steps 4 through 6 for other default user names and passwords you want to
add.

Click Add System.

Adding an IP Range for Scanning

The management server can be set up so that when scanning, instead of adding each
IP address individually the server can detect a range of IP addresses, automatically
populating the list of elements to be discovered.

Keep in mind the following;:

Include in the scanning a proxy server that has a direct connection or a SAN
connection to the management server, such as the EMC Solutions Enabler. Make
sure the proxy service has started. For Microsoft Windows systems, the check the
proxy service status in the Services window.

You cannot scan an IP range to discover an instance of HiCommand Device
Manager that listens on a port other than port 2001. The management server does
not allow port numbers in the scanning of IP ranges, so you are not able to specify
the port. For more information, see “Discovering HDS Storage Systems” on
page 65.

Enter a range within the same subnet. The management server cannot scan IP
ranges across subnets.

One way to detect multiple IP addresses at one time is to add an IP range for
scanning. The management server scans the IP range for elements and populates
the discovery list with the elements it could contact. You can then discover those
elements.

To add an IP address range to scan:

1.

2.

Click Discovery, then click Setup in the upper-right pane of the window.
Click the IP Ranges tab.
The IP ranges already added are listed.

Click Add Range.

The Add Range for Scanning pane appears (Figure 2-2, “Adding an IP Range for
Scanning,” on page 28).
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Add Range for Scanning

If ou are specifying a wser name for a Windows host, you can prepend
the uzer name with the Windows domain name.

For example, mydomain‘user

From IP Address:™® i192.1EB.1.2
To IP Address:* |192.1EB.1.95

Uzer Marme: iadmin

Password: !uu

WVerify Password: i----

Comment: lSewers in kdarketing

* requited fields

DKL\\gJ Cancel' Help |

FIGURE 2-2 Adding an IP Range for Scanning

4. In the From IP Address box, enter a lowest IP address in the range to be scanned.
5. In the To IP Address box, enter the highest IP address in the range to be scanned.

6. In the User Name box (optional), enter a common user name for elements in the
IP range.

7. In the Password box (optional), enter a common password for elements in the IP
range.

8. In the Verify Password box, re-enter the password.

9. In the Comment box, enter a brief description of the servers; for example,
“Servers in Marketing.”

10. Click OK to close the Add Range for Scanning pane.

11. Click the Start Scanning button on the IP Ranges tab.

The management server scans the IP range and populates the Addresses to
Discover table on the IP Addresses tab.
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Adding a Single IP Address or DNS Name for
Discovery

The following steps provide general information on how to discover an element. For
more information, see Table 2-1, “Discovery Requirements for Switches,” on page 34,
Table 2-3, “Discovery Requirements for Storage Systems, Tape Libraries & NAS
Devices,” on page 57.

To add a single IP address or DNS name to discover:

1.
2.

9.

Click Discovery, then click Setup in the upper-right pane of the window.
Under Discovery Setup, select Step 1 at the top of the screen.
On the IP Addresses tab, click Add Address.

In the IP Address/DNS Name box, enter the IP address or DNS name of the
device you want to discover.

In the User Name box (optional), enter the user name. This box can be left blank
if you are discovering an LSI storage system or if the element's user name and
password are one of the default user names and passwords.

To set the password, take one of the following actions:

s If you do not want to do provisioning on a storage system, leave the Password
box blank. For LSI storage systems, you must also select the Do Not
Authenticate option.

» If you want to do provisioning on a storage system, enter the corresponding
password for controller or proxy and make sure the Do Not Authenticate
option is not selected.

n For all elements other than storage systems, provide the password if it is
required for authentication. If the element does not require a password, leave
the Password box blank.

If you entered a password in the previous step, re-enter the password in the
Verify Password box.

(Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

Click OK.

10. Click the Start Discovery button on the IP Addresses tab to start discovering

elements on the network.
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Modifying a Single IP Address Entry for
Discovery

You can change the user name and password the software uses to access an element.
Whenever a user name and/or password has changed on an element the
management server monitors, the management server must be made aware of the
change. For example, if the password for a host was changed, you would need to
update the management server database with the new password.

Caution — These steps only change the user name and password stored in the
database. It does not change the device's user name and password.

To modify a user name or password for discovery:

1.

Click Discovery, then click Setup in the upper-right pane of the window.

. Click the Edit (Qf) button for the element whose user name and/or password

you want to modify.

. To change the user name, enter the new user name in the User Name box.
. To add or change a comment, enter a comment in the Comment box.

. To change the password:

a. Click Change password.
b. Enter the new password in the New Password box.
c. Enter the password again in the Verify Password box.

d. Click OK in the Change Password page.

. Click OK in the Edit Address for Discovery page.

. Select the option, Step 2 - Topology: Select the discovered elements and

build the topology view.

. Select the element for which you changed the user name and/or password.

. Click Get Topology.

The software updates its database with the new user name and/or password.
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Removing Elements from the Addresses to
Discover List

When you remove IP addresses and/or ranges from the Addresses to Discover list,
the elements associated with those IP addresses are not removed from the
management server. Only the information that was used to discover them is
removed.

To remove items from the Discovery list:

1. Click the Discovery icon in the upper-right pane of the home page.
2. Click Setup.

3. Select Step 1 at the top of the page.

4. Do one of the following:
n Select the IP addresses and/or IP ranges you want to remove from the list, and
then click Delete.
» Click the Delete (ﬁ) button corresponding to the elements you want to
remove from the Addresses to Discover list.

Caution — The elements associated with these addresses are not removed from the
management server. For information about how to remove an element from the
management server, see “Deleting Elements from the Product” on page 96.

Importing Discovery Settings from a File

If you have a previous discovery list you can import it, rather than re-entering the
information.

The import discovery settings feature allows you to import the following
information to the Discovery list:

m [P addresses to be discovered

m Default user names and passwords, which are encrypted

m Discovery information for applications

Note the following:
m To prevent re-entering the information for each management server instance, you
can import the same file for multiple management server instances.
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Caution — When you import a file, your previous settings are overwritten.

m If you receive an error message when you try to import the discovery settings,
verify that you are using the right password. If you are using the correct
password, there is a possibility that the file is corrupt.

m When you save the discovery settings to a file, the management server is not
included in the list and you must rediscover the management server. For
instructions, see “Importing a File” on page 32 and “Re-discovering the
Management Server” on page 32.

Importing a File
1. Click Discovery, then click Setup in the upper-right pane of the window.
2. Click the Import Settings from File link.

3. In the Import Settings from File window, do one of the following:
= Click Browse to find the file.
» In the Filename box, enter a complete path to the file.

4. In the Password box, enter the password for the discovery list. If the discovery list
did not have a password assign to it, leave this field blank.

5. Click OK. The information on the following tabs is updated:
s [P Addresses
= [P Ranges
» Applications
= Windows Proxy tab

Re-discovering the Management Server
1. Click Discovery, and then click Setup in the upper-right pane of the window.
2. Click the Monitoring Product Health link.
The Monitoring Product Health window appears.
3. Click Add.

The Discovery Setup, Step 1 - Setup page shows the management server as
localhost.

4. Select the check box next to localhost and click Start Discovery.

When Step 1 discovery is finished, the management server is put into the default
discovery group.
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5. Select Discovery > Details.

6. Run Get Details for the discovery group that contains the localhost entry.

Saving Discovery Settings to a File

After you have discovered your elements, save the discovery settings of the elements
in your discovery list.

The Save Settings to File link on the Discovery Targets tab lets you save the
following information:

m [P addresses to discover

m Default user names and passwords, which are encrypted

m Oracle TNS Listener ports

m Microsoft Exchange configuration

To prevent re-entering the information for each instance of the management server,
you can import the file for multiple instances.

To save the discovery settings to a file:

1. Click Discovery, then click Setup in the upper-right pane of the window.
2. Click Setup in the upper-right corner.

3. Click the Save Settings to File link.

4. In the Password box, enter the password for the management server.

5. In the Verify Password box, enter the password from the previous step, and then
click OK.

6. When you are asked if you want to open or save the file, choose Save.

The Downloading window appears.

7. Enter a name for the *.xml file and select the directory to which you want to save
the file. The default name of the file is DiscoverySettings.xml.

8. In the Password box, provide a password for the discovery list.

Note — This password is required later when you import the file. Choose a
password you will remember.

9. Click the Save button in the Save As window. The file is saved.
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Discover Switches

The following table provides an overview of the discovery requirements for
switches.

TABLE 2-1

Discovery Requirements for Switches

Element

Discovery Requirements

Additional Information

Brocade switches
(SMI-S)

IP address or DNS name, and the user
name and password from the Brocade
SMI Agent security setup.

See “Discovering Brocade Switches”
on page 35.

CNT switches

IP address and the port number for
the InVsn Software that manages the
switch and the user name and
password.

See “Discovering CNT Switches” on
page 39.

Cisco switches
(SMI-S)

IP address/DNS name of the Cisco
switch and the user name and
password of the switch.

See “Discovering Cisco Switches” on
page 40.

Cisco switches
(SNMP)

IP address/DNS name of the Cisco
switch. Enter the SNMP read-only
community string as the user name.
You do not need to enter a password.

See “Discovering Cisco Switches” on
page 40.

QLogic, and HP M-
Series switches (SMI-
S)

Enter the IP address/DNS name of
the SMI-S switch as well as the user
name and password of the switch.

See “Discovering Sun StorEdge,
QLogic and HP StorageWorks M-
Series for p-Class BladeSystems” on
page 42.

Sun StorEdge, HP M-
Series, and QLogic
switches (SNMP)

IP address/DNS name of the Sun
StorEdge, QLogic, or HP M-Series
switch. Enter the SNMP read-only
community string as the user name.
You do not need to enter a password.

See “Discovering Sun StorEdge,
QLogic and HP StorageWorks M-
Series for p-Class BladeSystems” on
page 42.

McDATA and EMC
Connectrix switches

Additional steps are required for
discovering these switches, and the
steps vary according to your network
configuration.

See “Discovering McDATA and
EMC Connectrix Switches” on
page 44.

Note — If your Web browser has an option for blocking pop-ups, disable it. The

management server uses pop-ups for dialog boxes.
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Discovering Brocade Switches

The management server uses the Brocade SMI-S Provider (also known as the
Brocade SMI Agent) to discover Brocade switches. Before you can discover Brocade
switches with SMI-S, however, you must first download and install the Brocade SMI
Agent software. You can download the Brocade SMI Agent and documentation from
the Brocade web site. For more information on Brocade SMI Agent versions, see the
support matrix.

Caution — With this release, discovery of Brocade switches through the Fabric
Access API is not supported. For information on migrating existing switches to SMI-
S, see “Migrating Brocade API Switches to SMI-S After Upgrading” on page 35.

Migrating Brocade API Switches to SMI-S
After Upgrading

After successfully upgrading the management server, any Brocade switches that use the Brocade

Fabric Access API provider must be migrated to the Brocade SMI-A provider. The management
server will prompt you to migrate your Brocade switches the first time you log on to the management
server after the upgrade and will display the Brocade API switches that need to be migrated.

Until you migrate your Brocade switches to SMI-A, data such as topology and zoning from the
Brocade switch will be stale and you will be unable to use the Brocade switch to perform
provisioning or gather port performance statistics through the Brocade switch. The Brocade Fabric
Access API switches are quarantined and you will have the option to migrate to the Brocade SMI-A
provider at your discretion in case your SAN policy requires that you validate the new Brocade SMI
Agent provider before migrating your Brocade switches.

The quarantined APl-managed Brocade switches retain their historical data and that data remains
intact during the migration to the SMI-A provider.

However, new data will not be collected for the quarantined Brocade switches until you migrate the
switches to the SMI-A provider.

After migrating the Brocade switches to SMI-A, the Brocade SMI-A proxy server is placed in its own
discovery group. This new discovery group is not part of any Get Details schedule. If the Brocade
switches were part of a Get Details schedule prior to migration, you must manually adjust those
schedules to run Get Details for the migrated Brocade switches. If the schedules are not adjusted
manually, Get Details will not run for the migrated switches as per pre-migration schedules.

Chapter 2 Discovering Switches, Storage Systems, NAS Devices, and Tape Libraries 35



Follow these steps to migrate your Brocade switches to the Brocade SMI-A provider:

1. Download the Brocade SMI Agent v120.6.0a provider software and its Installation Guide
from the Brocade website:
http://www.brocade.com/support/SMIAGENT.jsp

See the support matrix for your edition for details on the latest supported version for the
management server.

2. Install the Brocade SMI Agent with a minimum version of 120.6.0a and configure the proxy
servers on the server with which you will manage your Brocade access points following the
installation and configuration instructions included in the Brocade v120.6.0a Installation
Guide. Refer to the Brocade document for SMI-A requirements.
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3.

Log on to the management server. The management server alerts you to migrate your

Brocade Fabric Access API switches when you first log on.

2 SelectFabricsToDisableAlertMessage - Microsoft Internet Explorer provided by Hewlet.

_P_\ Action Required:Migrate from Brocade APl to SMI-5 Provider
Some of your Brocade switches are currently using APl bazed management, which is not supported.

“ou must migrate to SM-based management for these switches,
If you do not perform thiz migration, vou will not be able to do provigioning or performance monitoring of these switches.

.'\ Required Migration Steps:

Follow the steps in your user guide to:

o Download, inztall and configure the Brocade SMIS agent software.

# Dizcover the Brocade SMI-S agent configured for your Brocade switches.

Click the Help butten below for more information

Optional: Do not show this message again

If you do not want to perform the migration at this time and don't want the alert messages, vou can select the fabrics you
want and dizable thiz alert uging Stop Alert button.

Press cancel if you do not want to perform any operation

Showing 1-4 cut of 4 Total (0 Selected) Display: 10 »
rows

[] 100000051203898b  16.180.170.94(BRCD_200E (migrating)), 16.180.170 83(BRCD_4100 (migrating))
[] 100000051e34aSch  16.180.170.99(EVA3K_2 (migrating})

[] 100000051e361854  16.180.170.95(BRCD4B000 (migrating))
[] 10000060693025df  16.180.170.113(Dev1 (migrating}}, 16.180.170.115(Dev2 (migrating})

Stop Alert Cancel Help

Your Brocade switches are quarantined until you migrate to the SMI-A provider. The

migration message is displayed each time you log on to the management server until each
Brocade switch is migrated to the new Brocade SMI-A provider or you choose to disable

the message.

Run Discovery Step 1 for the Brocade proxy server. See the chapter, “Discovering

Switches, Storage Systems, NAS Devices, and Tape Libraries.”
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Run Get Details.See the chapter, “Discovering Switches, Storage Systems, NAS Devices,

and Tape Libraries.”
The Brocade switches are migrated to the SMI-A provider.

Important: Before performing any provisioning operations that involve a Brocade switch

you must perform Discovery Step 3 for any subset of elements that includes
the Brocade switch.

If you were using discovery schedules to collect details for Brocade switches prior to

migrating them to SMI-A, add the new discovery group for the Brocade proxy server to
your pre-existing Get Details schedules as described in the following steps:

a.

b.

= o oo

Access the Discovery page by selecting Configuration > Discovery.

Click the Edit (E‘f) button corresponding to the discovery schedule you want to
modify.

Click the Discovery Groups tab.

Select the Brocade proxy under the list of discovery groups.

Click Add Selected Groups To Schedule.

Click Finish.

To Discover Brocade SMI-S Switches

1. Click Discovery, and then click Setup in the upper-right pane of the window.
2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address of the proxy server that is
running the SMI-S agent. (Some proxy servers require the following format:
http://IPADDRESS.)

6. In the User Name box, enter the user name for the SMI-S proxy server.
This box can be left blank if one or more of the following conditions are fulfilled:

» The element's user name and password are one of the default user names and
passwords.
n The element does not require authentication.

7. In the Password box, enter the password for the SMI-S proxy server.

This box can be left blank if one or more of the following conditions exists:
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» The proxy server's user name and password are one of the default user names
and passwords.
n The proxy server does not require authentication.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering CNT Switches

The management server uses the CNT SMI-S provider to discover CNT switches.
This provider communicates with CNT InVsn Enterprise Manager to obtain
information about the switch. The provider requires a certain version of InVsn
depending on the switch model. See the support matrix for the required InVSN
version for your switch model.

Caution — The InVsn credentials are used by the SMI-S provider. Make sure the
SMI-S provider is enabled as described in the steps in this section.

When discovering CNT switches, note the following:

m SNMP is not supported for CNT switches.

m CNT InVsn Enterprise Manager must be running for the management server to
discover it.

m The management server does not support provisioning for CNT switches. Only
the active zone set and its zone members are reported.

m No ports are reported for uninstalled blades or GBICs.

To discover CNT switches:
1. Take the following steps in the CNT InVsn Enterprise Manager software:

a. Open the file ProductInfo.ini in a text editor, such as Notepad. If the
software was installed in the default directory, this file should be in the
following directory:

\Program Files\CNT\inVSN EM
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3.
4.
5.
6.

b. Make the following entry in the file:
cimomenabled=TRUE

c. Save the file, and then restart the InVsn software.

. In the IP Address/DNS Name box, enter the primary IP address of the host

running the InVsn software you want to discover followed by its namespace and
port number, as shown in the following example:
192.168.10.76//root/cntfabric:5989

where

m 192.168.10.76 is the IP address of the host running the InVsn software
s //root/cntfabric is the namespace
5989 is the port number

In the User Name box, enter the user name for the login to the InVsn software.
In the Password box, enter the password for the login to the InVsn software.
In the Verify Password box, enter the password you provided in step 4.

Click Start Discovery.

Discovering Cisco Switches

The management server discovers Cisco switches through SNMP and SMI-S
connections depending on the switch model. See the support matrix for details on
supported switch models and firmware revisions.

Note the following when discovering Cisco switches with SNMP:

When you discover a Cisco SNMP switch, you do not need to provide a
password.

You can view zones, zone sets and zone aliases on a Cisco switch; however, you
cannot use the management server to create, modify or remove them from a Cisco
switch.

The management server gathers information about the Cisco inactive database
during Get Details. You can change the amount of information that is collected by
modifying a property. For more information, see “Changing the Amount of
Information Collected from the Inactive Zone Database (Cisco Switches)” on
page 419.

The management server groups active zone sets in all Virtual SANs (VSANSs) in a
fabric into a zone set called ACTIVE, which is shown associated with the physical
fabric. The members of the ACTIVE zone set (zones, zone sets, zone aliases) have
the name of the VSAN prefixed to their name. For example, an active zone named
ZONEI1 from a VSAN named VSANT1 is displayed as a zone on the physical fabric
with name VSAN1:CISCO1:ZONE1.

No ports are reported for uninstalled blades or GBICs.
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m To receive events from Cisco switches, verify that the SNMP trap community
string is set to match the community string defined in the custom properties (the
default is public), and make sure the SNMP traps are configured to be sent to
the management server. For more information, see “Changing the SNMP Trap
Listener Port and Community String for Switches Discovered with SNMP” on
page 57.

Note the following when discovering Cisco switches with SMI-S:

m Before you can discover Cisco switches with SMI-S, you must download and
install the Cisco cimserver software. See your Cisco documentation for more
information.

m Enable the CIM Server for Cisco switches discovered through the SMI-S provider.

a. On the Cisco switch, enter the following command to display the Common
Information Models (CIM) configurations and settings:
cisco switch# show cimserver

b. To enter configuration mode, enter the following:
cisco_switch# config

c. To enable access to the server, enter the following;:
cisco switch# cimserver enableHttps

And/or

cisco_switch# cimserver enableHttp

d. To enable the CIM Server, enter the following:
cisco_switch(config)# cimserver enable

e. To exit configuration mode, enter the following;:
cisco_switch(config)# exit
m When you discover a Cisco SMI-S switch you need to provide a user name and
password.
m If you are using the SMI-S provider, discover all Cisco switches in a fabric If you
discover only one switch, inactive zones and zone sets residing on other switches
are not displayed on the management server.

To discover a Cisco switch:

1. Click Discovery, then click Setup in the upper-right pane of the window.
2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the DNS name or primary IP address of
the Cisco switch you want to discover.

6. Take one of the following actions:
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s For Cisco switches with SNMP connections:
In the User Name box, enter the user name for the switch. This is the public
community SNMP string for the switch. This box can be left blank if the
element's user name and password are one of the default user names and
passwords.

» For Cisco switches with SMI-S connections:
In the User Name box, enter the switch user name.

7. Take one of the following actions:

8.

s For Cisco switches with SNMP connections:
Leave the Password box blank.

s For Cisco switches with SMI-S connections:
In the Password box, enter the switch password.

Take one of the following actions:
» For Cisco switches with SNMP connections:
Leave the Verify Password box blank.
= For Cisco switches with SMI-S connections:
In the Verify Password box, enter the switch password again.

Discovering Sun StorEdge, QLogic and HP
StorageWorks M-Series for p-Class BladeSystems

The management server discovers Sun StorEdge switches through an SNMP
connection and QLogic and HP M-Series switches are discovered through SNMP or
SMI-S. See the support matrix for details on supported switch models and firmware
revisions.

Note the following when discovering these switches with SNMP:

When you discover these switches, you do not need to provide a password.
The management server does not support provisioning for Sun StorEdge, QLogic,
and HP M-Series switches. Only the active zone set and its zone members are
reported.

To manage a fabric of Sun StorEdge, QLogic, or HP M-Series switches, every
switch in the fabric must be included in the discovery list. If a switch is not
included in the discovery list, it may show up as a generic host system.

No ports are reported for uninstalled blades or GBICs.

The default SNMP trap listener port for switches is 162. To change this port, see
“Changing the SNMP Trap Listener Port and Community String for Switches
Discovered with SNMP” on page 57.

To receive events from Sun StorEdge, QLogic, and HP M-Series switches, verify
that the SNMP trap community string is set to match the community string
defined in the custom properties (the default is public), and make sure the
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SNMP traps are configured to be sent to the management server. For more
information, see “Changing the SNMP Trap Listener Port and Community String
for Switches Discovered with SNMP” on page 57.

Note the following when discovering these switches with SMI-S:

m Before you can discover these switches with SMI-S, you must download and
install the cimserver software. See your switch documentation for more
information.

m A user name and password are required to discover any SMI-S switch.

m You must perform Get Details to obtain all available information from QLogic
SMI-S switches—otherwise, attributes such as vendor, fabric, and port
information will be missing for the QLogic SMI-S switches.

Note — You may see an error replicating the switch fabric name for QLogic-based
switches. This error can be ignored.

To discover Sun StorEdge or QLogic switches:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the DNS name or primary IP address of
the switch you want to discover.

6. Take one of the following actions:

» For switches with SNMP connections:
In the User Name box, enter the user name for the switch. This is the public
community SNMP string for the switch. This box can be left blank if the
element's user name and password are one of the default user names and
passwords.

» For switches with SMI-S connections:
In the User Name box, enter the user name for this switch. All SMI-S switches
require a user name and password.

7. Take one of the following actions:
n For switches with SNMP connections:
Leave the Password box blank.
» For switches with SMI-S connections:
In the Password box, enter the password for this switch.

8. Take one of the following actions:
» For switches with SNMP connections:
Leave the Verify Password box blank.
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» For switches with SMI-S connections:
In the Verify Password box, enter the password of the switch again.

Discovering McDATA and EMC Connectrix
Switches

McDATA and EMC Connectrix switches use SMI-S, the Fibre Channel Switch
Application Programming Interface (SWAPI), or SNMP to communicate with
devices on the network. The management server can discover multiple instances of
Enterprise Fabric Connectivity (EFC) Manager. Use one of the following methods to

discover McDATA and Connectrix switches:

TABLE 22  Discovery Settings for McDATA and Connectrix Switches

Method Description

SMI-S is the default discovery method for new installations.

The SMI-S setting lets you activate a zone set, in addition to creating, editing, and
SMI-S deleting zones and zone sets. You cannot manage or view information about zone
Discovery aliases and nicknames are not supported.

You will need to connect through the proxy instead of the switch. For more

information, see “Discovering McDATA and Connectrix Switches through a Proxy
SWAPI with SWAPI” OI.l page 47. . . N . N
setting The SWAPI setting lets you activate a zone set, in addition to creating, editing, and
th rough a deleting zones and zone sets. You cannot manage or view information about zone
Proxy aliases.

Contact the switch through a proxy. You can use this option with EMC

Connectrix™ Manager and Enterprise Fabric Connectivity (EFC) Manager to contact

the switch. For more information, see “Discovering McDATA and Connectrix
SNMP Switches through a Proxy with SNMP” on page 49
setting & y page 7.
Through a This SNMP setting through a proxy does not let you manage or access information
Proxy about zones, zone sets or zone aliases.

Contact the switch by its IP address or DNS name. This connection uses SNMP. See

the support matrix for details on switch models (Help > Documentation

Center). For more information, see “Discovering McDATA and Connectrix
Contacting Switches through a Direct Connection and SNMP” on page 50.
the switch This SNMP setting provides view only access to the active zone set and its
dlrectly members. You cannot create, modify, and/or delete zone sets or its members.

Keep in mind the following;:

m SMI-S is the default method for discovering McDATA and Connectrix switches. If
you need to migrate to SMI-S or change the discovery settings, see “Changing the
Discovery Settings” on page 52.
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You can only choose one discovery method for McDATA and Connectrix
switches. For example, if you use SMI-S, you cannot discover additional McDATA
and Connectrix switches with SWAPI or SNMP.

If you use EFC Manager or Connectrix Manager, see the support matrix to verify

the version requirements.

Brocade 5000ni switches running in McDATA mode are managed by the Brocade

SMI Agent and not by McDATA SMI-S. For more information, see “Discovering

Brocade Switches” on page 35.

If you change the discovery settings, the user ID and password will no longer

work. For this reason, set this property before discovering any McDATA or

Connectrix switches. If you must change the configuration, see “Changing the

Discovery Settings” on page 52.

After you discover a McDATA or Connectrix switch through a proxy, the IP

address displayed next to the name of the switch is the IP address of the proxy for

the switch in the Discovery, Topology, and Get Details screens. To find the IP
address of the switch, click the link for the switch in the Topology or Get Details
screen (Discovery > Details), and then click the Properties tab. The Properties
tab can also be accessed by double-clicking the switch in System Explorer.

If you want to add, remove, or replace McDATA or Connectrix switches after you

have discovered the service processor, you must perform additional steps, see

“Managing McDATA and EMC Connectrix Switches” on page 54.

All McDATA or Connectrix switches in a fabric must be managed by the same

EFC Manager or Connectrix Manager. Do not have more than one EFC Manager

or Connectrix Manager to a fabric for McDATA or Connectrix switches.

If you want the management server to receive SNMP traps from Connectrix or

MCcDATA switches, do one of the following:

» If you discovered Connectrix Manager or EFC Manager, only enable SNMP
trap forwarding to the management server only on the Connectrix Manager or
EFC Manager, not on the individual switches.

n If you discovered Connectrix or McDATA switches directly, enable SNMP trap
forwarding on the switches, not in any other management software.

For more information about the SNMP port and community string, see “Changing

the SNMP Trap Listener Port and Community String for Switches Discovered

with SNMP” on page 57.

Discovering McDATA and Connectrix switches with SMI-S

Before you can discover McDATA and Connectrix switches with SMI-S, you must
download and install the McDATA SMI-S provider software. See your switch
documentation for more information.

Note the following when discovering these switches with SMI-S:
m Before attempting to discover your switches, ensure that EFC Manager or

Connectrix Manager is installed and configured or add your switches to the SMI-
S provider.
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For upgrades only: To migrate your existing switches to SMI-S, follow the

procedure in “Changing the Discovery Settings” on page 52.

Discovering McDATA and Connectrix switches with SMI-S is the default setting.

To view or change the discovery settings, see “Changing the Discovery Settings”

on page 52.

You can install only one instance of the SMI-S provider on the management

station.

Installation of the McDATA SMI-S provider is not supported on Linux systems.

A McDATA or Connectrix switch cannot be managed by more than one SMI-S

provider.

When you install the SMI-S provider, there are two modes:

= In coexist mode the SMI-S provider communicates with EFC Manager or
Connectrix Manager and adds all the switches in the managed list of EFC
Manager or Connectrix Manager.

= In direct mode, you must add each switch to the SMI-S provider with its IP
address, credentials and switch type. You can use a McDATA’s
manageswitch.bat file to manage the addition and deletion of switches.

If you selected direct mode during the SMI-S provider installation, when you add

switches, you must enter the switch type based on the McDATA model number

even if your switch is an OEM model. For more information about the switch

type, see your McDATA documentation.

The SMI-S provider can be installed on the same server as EFC Manager or

Connectrix Manager.

If you selected coexist mode during the SMI-S provider installation you can have

only one EFC Manager or Connectrix Manager server.

If you are using EFC Manager or Connectrix Manager you cannot add managed

switches in direct mode. To add switches in direct mode you must remove them

from EFC Manager or Connectrix Manager first.

If the SMI-S provider is installed on a machine other than the management server,

network links between them must pass http traffic on port 5988 (default) or https

on port 5989. The port used by the SMI-S provider can be configured. See your

switch documentation for more information.

To discover the proxy:

1.
2.

Select Discovery, then click Setup in the upper-right pane of the window.
Select Step 1 at the top of the page.

Click the IP Addresses tab.

Click Add Address.

In the IP Address/DNS Name box, enter the IP address or DNS name of the
proxy you want to discover.

In the User Name box, enter the user name.

In the Password box, enter the password.
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Note — The user name and password are defined during the SMI-S provider
installation. These credentials might be different from the EFC Manager credentials.

8. Re-enter the password in the Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovery is complete when the software displays the DISCOVERY COMPLETED
message in the Log Messages box.

Caution — To obtain more information about the switch, you need to map the
topology and obtain element details. See the topics, “Building the Topology View”
on page 88 and “About Get Details” on page 90.

Discovering McDATA and Connectrix Switches through a
Proxy with SWAPI

With the SWAPI setting, the management server contacts a proxy to obtain
information about the switches connected to it. Use EFC Manager or Connectrix
Manager for this option. If you do not have EFC Manager or Connectrix Manager,
see “Discovering McDATA and Connectrix Switches through a Direct Connection
and SNMP” on page 50.

EFC Manager versions 7.0, 1.3 and later can communicate with the management
server and the switch. EFC Manager accesses the switch through a SWAPI
connection. This configuration lets multiple instances of the management server or
other clients contact EFC Manager, which in turn provides information about the
switch.

Caution — EMC customers using the EMC Connectrix Manager (EMC's rebranded
EFC Manager) cannot use the EMC Fibre Zone Bridge (EMC’s rebranded Bridge
Agent) to discover EMC switches using SWAPIL The McDATA SWAPI library is
incompatible with EMC’s Fibre Zone Bridge Agent.

If the Fibre Zone Bridge Agent is not installed or not needed, you can uninstall it
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and install McDATA'’s Bridge Agent. The McDATA Bridge Agent will work with
EMC’s Connectrix Manager, but it cannot co-exist with EMC’s Fibre Zone Bridge
Agent.

If you are running Connectrix Manager and you need to have the EMC Fibre Zone
Bridge Agent running, you cannot discover EMC Connectrix switches using SWAPI.
You must discover them through the SNMP provider, either directly or through a
proxy. For more information, see “Discovering McDATA and Connectrix Switches
through a Proxy with SNMP” on page 49 and “Discovering McDATA and
Connectrix Switches through a Direct Connection and SNMP” on page 50 .

Neither McDATA nor EMC officially support running the EMC Connectrix Manager
with the McDATA Bridge Agent. Although this configuration has been tested for
discovering EMC Connectrix switches using SWAPI, you should check with your
EMC or McDATA representative to determine the implications of this configuration.

1. For McDATA switches only, install the McDATA Bridge Agent. To communicate
with EFC Manager, the management server requires the Bridge Agent. Consult
your McDATA representative for more information about the Bridge Agent.

2. Change the discovery setting for McDATA and Connectrix switches to SWAPI
following the steps in “Changing the Discovery Settings” on page 52.

3. Discover the Proxy:
a. Click Discovery, then click Setup in the upper-right pane of the window.
b. Select Step 1 at the top of the page.
c. Click the IP Addresses tab.
d. Click Add Address.

e. In the IP Address/DNS Name box, enter the IP address or DNS name of the
EFC Manager or Connectrix Manager you want to discover.

f. In the User Name box, enter the user name for EFC Manager or Connectrix
Manager.
This box can be left blank if one or more of the following conditions are fulfilled:

The element's user name and password are one of the default user names
and passwords.

The element does not require authentication.

In the Password box, enter the corresponding password for EFC Manager or
Connectrix Manager.
This box can be left blank if one or more of the following conditions is fulfilled:
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The element's user name and password are one of the default user names
and passwords.

The element does not require authentication.

g. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

h. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

i. Click OK.

j. Click the Start Discovery button on the IP Addresses tab to start discovering

elements on the network.
Discovery is complete when the software displays the DISCOVERY COMPLETED
message in the Log Messages box.

Discovering McDATA and Connectrix Switches through a
Proxy with SNMP

Note — Discovering McDATA or Connectrix switches through a proxy using the
SNMP protocol does not let you manage or access information about zones, zone
sets or zone aliases.

You can use this option with EMC Connectrix™ Manager and Enterprise Fabric
Connectivity (EFC) Manager to contact the switch.

1. Change the discovery setting for McDATA and Connectrix switches to SNMP
following the steps in “Changing the Discovery Settings” on page 52.

2. Discover the Proxy:
a. Select Discovery, then click Setup in the upper-right pane of the window.
b. Select Step 1 at the top of the page.
c. Click the IP Addresses tab.
d. Click Add Address.

e. In the IP Address/DNS Name box, enter the IP address or DNS name of the
proxy you want to discover.
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f. In the User Name box, enter the user name, which is the read-only community
string of the EFC Manager or Connectrix Manager. The default community-
string is public but this can be changed on the EFC Manager or Connectrix
Manager.

g. Leave the Password and Verify Password boxes blank. The password does not
matter since the management server is not doing any configurations through
SNMP.

h. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

i. Do not select the Do Not Authenticate option.
j. Click OK.

k. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.
Discovery is complete when the software displays the DISCOVERY COMPLETED
message in the Log Messages box.

Caution — To obtain more information about the switch, you need to map the
topology and obtain element details. See the topics, “Building the Topology View”
on page 88 and “About Get Details” on page 90.

3. Make sure there are no port conflicts for receiving SNMP traps. When the
management server is configured to contact the proxy by SNMP, it receives
events from the proxy in the form of SNMP traps. By default, the management
server uses port 162 to receive SNMP traps. If another software package is using
that port, the management server is unable to receive the traps. For information
about changing the port, see “Changing the SNMP Trap Listener Port and
Community String for Switches Discovered with SNMP” on page 57.

4. Set up the proxy to send traps to the correct port. When you are using the SNMP
setting to discover a proxy, you must configure the SNMP agent on the proxy
manager to send traps from all switches managed by the proxy to the
management server using the port you selected. For more information, see the
documentation for your proxy.
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Discovering McDATA and Connectrix Switches through a
Direct Connection and SNMP

The management server uses SMI-S or SWAPI to discover a McDATA or Connectrix
switch through a proxy. If you want to discover McDATA or Connectrix switches
directly, you must change the discovery settings to SNMP before you begin the
following steps. See “Changing the Discovery Settings” on page 52. See the support
matrix for McDATA switch details (Help > Documentation Center).

To discover a McDATA or Connectrix switch directly:

1.

Make sure there are no port conflicts for receiving SNMP traps. When the
management server is configured to contact the proxy by SNMP, it receives
events from the proxy in the form of SNMP traps. By default, the management
server uses port 162 to receive SNMP traps. If another software package is using
that port, the management server is unable to receive the traps. For information
about changing the port, see “Changing the SNMP Trap Listener Port and
Community String for Switches Discovered with SNMP” on page 57.

Set up the proxy to send traps to the correct port. When you are using the SNMP
setting to discover a proxy, you must configure the SNMP agent on the proxy
manager to send traps to the management server using the port you selected. This
configuration then sends traps from all switches managed by that proxy. See the
proxy documentation for more information.

Select Discovery, then click Setup in the upper-right pane of the window.
Select Step 1 at the top of the page.

Click the IP Addresses tab.

Click Add Address.

In the IP Address/DNS Name box, enter the IP address or DNS name of the
switch you want to discover.

In the User Name box, enter the user name for accessing the switch. If you are

using SNMP the user name is the read-only community string of the switch. The
default community-string is public but this can be changed on the switch. If you
are using SMI-S the user name is the user name of the admin login of the switch.

If you are using SNMP leave the Password box (optional) blank. The password
does not matter since the management server is not doing any configurations
through SNMP. If you are using SMI-S enter the password of the admin account
on the switch.

10. In the Verify Password box enter the same thing you entered in the password

box.
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11. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

12. Do not select the Do Not Authenticate option.
13. Click OK.

14. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovery is complete when the software displays the DISCOVERY COMPLETED
message in the Log Messages box.

Caution — To obtain more information about the switch, you need to map the
topology and obtain element details. See the topics “Building the Topology View”
on page 88 and “About Get Details” on page 90.

Changing the Discovery Settings
To change the discovery settings for McDATA and Connectrix switches:

1. If you have already discovered your switches, delete all McDATA and Connectrix
switches in the application by going to the Get Topology for Discovered Elements
table (Discovery > Topology) and selecting the switches you want to delete, and
then click Delete.

2. Delete all McDATA and Connectrix switches listed in the Addresses To Discover
table (Discovery > Setup) by selecting the switches you want to delete and
clicking Delete.

3. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

4. Click Show Default Properties at the bottom of the page.
To enable SNMP:

a. Uncomment the cimom.useSnmpMcDataProvider property by removing
the pound sign (#) in front of it.

b. Change the cimom.mcdata.dontUseSmis property as follows:
cimom.mcdata.dontUseSmis=true

Note — The cimom.mcdata.dontUseSmis property exists only in upgrade
installations. If the property does not exist on your system, enter it manually.

52  Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



To enable SWAPI:

a. Comment out the cimom.useSnmpMcDataProvider property by placing a
pound sign (#) in front of it.

b. Change the cimom.mcdata.dontUseSmis property as follows:
cimom.mcdata.dontUseSmis=true

Note — The cimom.mcdata.dontUseSmis property exists only in upgrade
installations. If the property does not exist on your system, enter it manually.

To enable SMI-S:

a. Comment out the cimom.useSnmpMcDataProvider property by placing a
pound sign (#) in front of it.

b. Change the cimom.mcdata.dontUseSmis property as follows:
cimom.mcdata.dontUseSmis=false.

5. Click Save.

6. Discover the switch. For instructions, see “Discovering McDATA and EMC
Connectrix Switches” on page 44.

Note — If you change the discovery settings, when you discover the switch with the
new method, make sure you enter the correct credentials. For example, if you change
from SNMP to SMI-S, the required credentials are different. See the section for the
specific discovery method for information on the credentials to enter.

Excluding McDATA and EMC Connectrix Switches from
Discovery

Specific McDATA and Connectrix switches can be excluded from discovery by using
system properties.

To exclude one or more switches from discovery, modify the
cimom.mcdata.exclude property. Set the property cimom.mcdata.exclude
to a comma-separated list of Worldwide Names (WWN) of the McDATA and
Connectrix switches you want excluded, as shown in the following example:

cimom.mcdata.exclude=1000080088A07024,1000080088A0D0B6

The management server excludes the switches with the following WWNs:
1000080088A07024 and 1000080088A0D0B6
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If the cimom.mcdata.exclude property is not modified, the management server
discovers and obtains details from all McDATA and Connectrix switches.

Caution — The IP addresses of excluded elements appear in the discovery lists
(Discovery > Setup), topology (Discovery > Topology), or Get Details lists
(Discovery > Details). The management server does not display additional
information about excluded elements in the user interface. The management server,
however, does mention in the logs (Discovery > View Logs) when a provider
instance has been created for an excluded element. You can ignore this log message.

To modify the cimom.mcdata.exclude property:

1. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

2. Click Show Default Properties at the bottom of the page.
3. Copy the cimom.mcdata.exclude property.

4. Return to the Advanced page (Configuration > Product Health, and then click
Advanced in the Disk Space tree).

5. Paste the copied text into the Custom Properties box.

6. Make your changes to the text in the Custom Properties box. Remove the pound
(#) symbol in front of the property to make sure it is not commented out.

7. Add the WWNs corresponding to the switches you want to exclude from
discovery. Separate additional WWNs with a comma, as shown by the following
example:

cimom.mcdata.exclude=1000080088A07024,1000080088A0D0OB6
where 1000080088A07024 and 1000080088 A0D0B6 are the WWN for McDATA

and Connectrix switches.

8. When you are done, click Save.

Managing McDATA and EMC Connectrix Switches

Whenever you add, remove or replace McDATA or EMC Connectrix switches in an
already-discovered service processor, you must make the management server aware
of those changes by performing Get Details to obtain information about the new
switches from the service processor. For more information about adding switches,
see, “Adding McDATA and EMC Connectrix Switches” on page 54.
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When you remove switches from the service processor, you must remove them from
the management server. For more information about removing switches, see
“Removing McDATA and EMC Connectrix Switches” on page 55.

When you replace McDATA or EMC Connectrix switches, you add and remove the
switches as described previously. For more information, see “Replacing McDATA
and EMC Connectrix Switches” on page 56.

Adding McDATA and EMC Connectrix Switches

After you add switches to an existing service processor, you must perform Get
Details, as described in the following steps. If you are adding switches to a service
processor that has not been discovered yet, see the topic, “Discovering McDATA
and EMC Connectrix Switches” on page 44.

Caution — Obtaining details takes some time. You might want to perform this
process when the network and the managed elements are not busy.

To run Get Details:
1. Select Discovery > Details.

2. Click Get Details.

During Get Details, the software status light changes from green to red. You can
view the progress of gathering details by accessing the logs. For more
information, see “Viewing Log Messages” on page 101.

Removing McDATA and EMC Connectrix Switches

After removing switches from a service processor, perform the following steps to
remove the switches from the management server database:

1. Delete the switches from the user interface by doing the following. These should
be the same switches you removed from the service processor.

a. Click System Explorer in the left pane.
b. Right-click the switch you want to delete.
c. Select Delete Element from the menu.

d. Select the following option:

Just delete Switch [switch name]. It may reappear the
next time you get topology information or element
details.
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e. Repeat Steps a through d for each switch you want to delete.

2. Verify that the switches have been removed from the elements list in Discovery
Steps 2 and 3 by taking the following steps:

a. To verify that the switches have been removed from the element list in
Discovery Step 3, select Discovery > Details.

b. To verify that the switches have been removed from the element list in
Discovery Step 2, select Discovery > Topology.

Replacing McDATA and EMC Connectrix Switches

After replacing switches in the service processor, you must make the management
server aware of your changes by removing the old switches from the user interface
and then performing Get Details so the management server can discover the new
switches. If you are adding switches to a service processor that has not been
discovered yet, see the topic, “Discovering McDATA and EMC Connectrix Switches”
on page 44.

To swap the switches, perform the following steps on the management server:

1. Delete the switches from the user interface by taking the following steps (these
should be the same switches you removed from the service processor).

a. Click System Explorer in the left pane.
b. Right-click the switch you want to delete.
c. Select Delete Element from the menu.

d. Select the following option:

Just delete Switch [switch name]. It may reappear the
next time you get topology information or element
details.

e. Repeat Steps a through d for each switch you want to delete.

2. Verify that the switches have been removed from the element list in Discovery
Steps 2 and 3 by doing the following;:

a. To verify that the switches have been removed from the element list in
Discovery Step 2, select Discovery > Topology.

b. To verify that the switches have been removed from the element list in
Discovery Step 3, select Discovery > Details.

3. Select Discovery > Details.

56  Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



Click Get Details.

During Get Details, the software changes its status light from green to red. You
can view the progress of gathering details by selecting Discovery > View Logs.

When the software finishes Get Details, it displays a message saying Get Details is
complete on the View Logs page.

Changing the SNMP Trap Listener Port and
Community String for Switches Discovered
with SNMP

The default SNMP trap listener port for all switches is 162. To change this port for all
switches that are discovered through SNMP, modify the
cimom.snmpTraplListenerPort property.

The default SNMP trap community string is public. To change this port for all
switches that are discovered through SNMP, modify the
cimom.snmpTrapListenerCommunityString property.

1.
2.
3.

Select Manage Product Health, and then click Advanced in the Disk Space tree.
Click Show Default Properties at the bottom of the page.

Do one of the following:
s Copy the cimom. snmpTrapListenerPort property.
s Copy the cimom. snmpTrapListenerCommunityString property.

Click Close to return to the Advanced page.
Paste the copied text into the Custom Properties box.

Make your SNMP trap listener port or SNMP trap community string change in
the Custom Properties box. Remove the pound (#) symbol in front of the property to
make sure it is not commented out. For example:
cimom.snmpTrapListenerPort=162.

Click Save.
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Discover Storage Systems, NAS Devices
and Tape Libraries

The following table provides an overview of the discovery requirements for storage
systems, NAS devices and tape libraries.

TABLE 2-3  Discovery Requirements for Storage Systems, Tape Libraries & NAS Devices

Element Discovery Requirements Additional Information

3PAR storage Discover the 3PAR storage system See “Discovering 3PAR Storage

systems directly. Systems” on page 59.

EMC CLARiiON The EMC Navisphere CLI is required | See “Discovering EMC CLARiiON

storage systems for the management server to Storage Systems” on page 63 for
communicate with the CLARiiON more information.

storage system.

EMC Symmetrix Discover the server running the EMC | See “Discovering EMC Solutions
storage system Solutions Enabler. Enabler” on page 60 for more
(Including EMC information.

Symmetrix DMX
storage systems)

LSI storage systems Can be discovered two ways: See “Discovering LSI Storage
¢ Entering the IP address/DNS name, Systems” on page 64.
user name and password of a
controller for an LSI storage system.
Discovers only the corresponding
IP address of the controller.

Entering the IP address/DNS name,
user name and password of a proxy
that is used to manage an LSI
storage system. Discovers all
controllers known to the proxy.

HDS storage systems | Discover the server running See “Discovering HDS Storage

HiCommand Device Manager. Systems” on page 65 for more
information.

HP MSA storage Discover the server running the MSA | See “Discovering HP StorageWorks

systems SMI-S provider. MSA Arrays” on page 68.

HP EVA storage Discover the server running See “Discovering HP StorageWorks

systems Command View EVA. EVA Arrays” on page 69.

HP XP storage Discover the server running the SMI-S | See “Discovering HP StorageWorks

systems provider or the built-in provider. XP Arrays” on page 73.
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TABLE 2-3

Discovery Requirements for Storage Systems, Tape Libraries & NAS Devices

Element

Discovery Requirements

Additional Information

IBM Storage Systems

Discover the CIMOM that talks to the
IBM storage systems you want to
monitor.

See “Discovering IBM Storage
Systems” on page 76.

Sun StorEdge 3510

Discovered through proxy software
called Sun StorEdge™ Configuration
Service. On the discovery page the
user should enter the hostname or IP
address of the computer running the
Sun StorEdge 3510 SMI-S provider.

See “Discovering Sun StorEdge 3510
Storage Systems” on page 78.

Sun StorEdge 6920
and 6940

Discover the storage system directly.

See “Discovering Sun StorEdge 6920
and 6940 Storage Systems” on
page 80.

Sun StorEdge 6130

Discover the storage system directly.
The username does not matter. The
password matters only for
provisioning.

See “Discovering Sun StorEdge 6130
Storage Systems” on page 80.

Xiotech Storage
Systems

Discover the storage system directly.

See “Discovering Xiotech Storage
Systems” on page 81.

HP NAS Devices

Discover the device directly.

See “Discovering HP NAS Devices
on Windows” on page 82 and
“Discovering HP NAS Devices on
Linux” on page 83.

NetApp Devices

Discover the device directly.

See “Discovering NetApp NAS
Devices” on page 84.

Sun NAS Devices

Discover the server running the SMI-S
provider for the Sun NAS Devices.

4

See “Discovering Sun NAS Devices’
on page 86.

HP and IBM Tape
Libraries

Discover the server running the SMI-S
provider for the tape library.

See “Discovering HP and IBM Tape
Libraries” on page 87

Discovering 3PAR Storage Systems

To discover a 3PAR storage system, the SMI-S server for the 3PAR storage system
must be running. By default, the 3PAR SMI-S server is not started on the array. To
start the SMI-S server, start the InForm CLI and run the following command:

startcim

This command starts the SMI-S server within a minute or so.

Note — You do not need to provide the interop namespace because the management
server includes the interop namespace for 3PAR storage systems in its default list.

Chapter 2 Discovering Switches, Storage Systems, NAS Devices, and Tape Libraries 59



To discover a 3PAR storage system:

1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.
3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the following for the 3PAR storage
system you want to discover.

<host>

where <host> is the IP address or DNS name of the 3PAR storage system you
want to discover.

. Enter the user name of the storage system.
. Enter the password of the storage system.

. Re-enter the password in the Verify Password box.

O 0 NN O

. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering EMC Solutions Enabler

If you are using a nethost file, edit it to allow the management server to discover the
Solutions Enabler and the Symmetrix storage systems that it manages. See the EMC
documentation for details.

To discover Symmetrix storage systems, you must create and configure a VCM
volume on the storage system. The VCM database on the Solutions Enabler host
must also be configured. For more information, see the EMC Solutions Enabler
Symmetrix CLI Command Reference.
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Caution — If error 214 is present in the discovery log and/or cimom. log during
discovery, this means the SymAPI server is not licensed for remote connections. You
will have to acquire and install the license before discovery can occur.

Required Licenses

If you want to use all of the features of the management server, such as
provisioning, with an EMC Symmetrix storage system, you must have licenses for
the following products:

m BASE

DeltaMark

SERVER

DevMasking

Config Manager

Mapping (SOLUTION_4)

Using Only One Subnet

To allow Solutions Enabler to respond correctly, limit the management server to a
single subnet. If your management server is on two or more subnets, discovering a
storage array through Solutions Enabler might not work. Limiting the management
server to a single subnet allows Solutions Enabler to respond correctly.

Excluding EMC Symmetrix Storage Systems from Discovery

When multiple EMC Symmetrix storage systems are managed through a single
Solutions Enabler, specific storage systems can be excluded from discovery by using
system properties.

To exclude one or more Symmetrix storage systems from discovery, modify the
cimom.symmetrix.exclude property. Set the property
cimom.symmetrix.exclude to a comma-separated list of serial numbers of the
storage systems you want excluded, as shown in the following example:

cimom.symmetrix.exclude=000183500570,000183610580

The management server excludes the storage systems with the following serial
numbers: 000183500570 and 000183610580.

If the cimom. symmetrix.exclude property, the management server discovers
and obtains details from all EMC Symmetrix Storage Systems managed by
discovered Solutions Enablers.
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Caution — The IP addresses of excluded elements appear in the discovery
(Discovery > Setup), topology (Discovery > Topology) and Get Details lists
(Discovery > Details). The management server does not display additional
information about excluded elements in the user interface. The management server,
however, does mention in the logs when a provider instance has been created for an
excluded element. You can ignore this message that appears in the logs.

To modify the cimom.symmetrix.exclude property:

1. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

2. Click Show Default Properties at the bottom of the page.

3. Copy the following command.
#cimom.symmetrix.exclude=000183500570,000183500575

4. Click Close to return to the Advanced page.
5. Paste the copied text into the Custom Properties box.

6. Remove the pound (#) symbol in front of the property to make sure it is not
commented out. Add the serial numbers corresponding to the Symmetrix storage
systems you want to exclude from discovery. Separate additional serial numbers
with a comma, as shown by the following example:

cimom.symmetrix.exclude=000183500570,000183500575

where 000183500570 and 000183500575 are serial numbers for Symmetrix storage
systems.

7. When you are done, click Save.

Excluding EMC Symmetrix Storage Systems from Force
Device Manager Refresh

The management server obtains most of its information about Symmetrix storage
systems from the EMC Solutions Enabler (proxy server) it discovered. If the EMC
Solutions Enabler does not have the latest information, the management server also
displays the outdated information.

To make the management server aware of any changes, make sure the Solutions
Enabler it discovered has the latest information. This can be done by forcing the
Solutions Enabler to refresh its data. The management server is then made aware of
these changes.

62  Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



When the Force Device Manager Refresh option is selected, the management server
refreshes the discovered EMC Solutions Enabler (proxy server), unless specified. If
you do not want an EMC Solutions Enabler to be refreshed, you must assign the
Symmetrix storage systems that use the Solutions Enabler to the
cimom.emc.skipRefresh property, as described in the steps in this section.

To exclude EMC Symmetrix storage systems from a forced refresh:

1. Select Configuration > Product Health > Advanced.

2. Click Show Default Properties at the bottom of the page.

3. Copy the following command.
#cimom.emc.skipRefresh=000183500570,000183500575

4. Click Close to return to the Advanced page.

5. Paste the copied text into the Custom Properties box.

6. Remove the pound (#) symbol in front of the property to make sure it is not
commented out. Add the serial numbers corresponding to the Symmetrix storage
systems you want the refresh to skip. Separate additional serial numbers with a
comma, as shown by the following example:

cimom.emc.skipRefresh=000183500570,000183500575

where 000183500570 and 000183500575 are serial numbers for Symmetrix
storage systems. One of the ways to find the serial number is to double-click the
storage system in System Explorer, and then click the Properties tab.

7. When you are done, click Save.

8. To force a refresh for elements that are not configured to skip the refresh, select
the Force Device Manager Refresh option on the Get Details page.

9. Click Get Details.

Discovering EMC CLARIiiON Storage Systems

The EMC Navisphere® CLI must be installed on the management server for the
management server to communicate with the CLARiiION® storage system. At the
time this documentation was created, EMC distributed the Navisphere CLI as part of
the EMC Navisphere Software Suite. For Solaris, you must install the Navisphere
Disk Array Management Tool CLI (NAVICLI).

Contact your EMC representative for more information about obtaining the
Navisphere CLI. Distribution rights for the Navisphere CLI belong to EMC.
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Caution — Before you discover a CLARIiiON storage system, you must have already
installed all required software components for that CLARiiON storage system, such
as the Navisphere Host Agent. See the documentation for your storage system for
more information.

In Navisphere Manager add one of the following to the privilege user section:
SYSTEM@<name of my management server>

SYSTEM@<IP of my management server>

where

m name of my management server is the DNS name of the computer running
the management server software

m IP of my management server is the IP address of the computer running the
management server software

When you use the management server to discover the CLARiiON storage system,
provide the IP address for the CLARiiON storage system and the user name and
password used to log into Navisphere.

Discovering LSI Storage Systems

When discovering LSI storage systems, note the following:

m Discover all controllers on an LSI storage system by entering the IP address of
each controller. The management server discovers these controllers as one single
storage system.

m The management server must have the User Name box populated to discover the
LSI storage system. Even if your LSI storage system does not have a user name
set, you must enter something in the User Name box.

m To obtain drive-related statistics, install a proxy host. Ensure that the proxy host
has at least one LUN rendered by each controller of the array.

m A license key is required for each storage system and that the key is obtained
from the Web site specified on the Activation Card that shipped with your
storage system.

m LSI storage systems do not require a password for Get Details. If you want do not
want to use the management server for provisioning on LSI storage systems,
select the Do Not Authenticate option. The management server will still monitor
the LSI storage system; however, you will not be able to do provisioning tasks.

Do the following to discover LSI storage systems:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.
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3. Click the IP Addresses tab.
4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
controller or proxy you want to discover.

6. Enter the user name in the User Name box. If your LSI storage system does not
have a user name, you must enter something in the User Name box, even though
the storage system has no user name.

7. Leave the Password box blank if you do not want to do provisioning on the LSI
storage system. If you want to do provisioning, enter the corresponding password
for controller or proxy.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. If you do not plan to use provisioning in the product, select the Do Not
Authenticate option.

11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering HDS Storage Systems

HiCommand Device Manager is required for the management server to
communicate with an HDS storage system. To discover an HDS storage system,
enter the IP address, user name and password for the server running HiCommand
Device Manager. Do not point to the disk array for the storage system.

To obtain information about HDS storage systems, the management server must be
able to access the port HiCommand Device Manager uses to listen. By default,
HiCommand Device Manager listens on port 2001, and the management server
assumes this configuration at discovery time. If HiCommand Device Manager uses a
different port, specify this other port when you discover HiCommand Device
Manager.

Keep in mind the following;:
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m You cannot scan an IP range to discover an instance of HiCommand Device
Manager that listens on a port other than port 2001. The management server does
not allow port numbers in the scanning of IP ranges, so you are not able to specify
the port.

m The management server communicates with HiCommand Device Manager
through a nonsecure connection. If you want the management server to
communicate with HiCommand Device Manager through a secure sockets layer
(SSL) connection, you must modify an internal property or use HTTPS when you
discover HiCommand Device Manager. See “Communicating with HiCommand
Device Manager Over SSL” on page 835.

To discover an HDS storage system that listens on a port other than 2001:
1. Access the Discovery Setup page (Discovery > Setup).
2. Click Add Address.

3. In the IP Address/DNS Name box, enter the name of the server and the port
HiCommand Device Manager uses to listen separated by a colon, as shown in the
following example:

proxy2:1234
where

m proxy?2 is the name of the server running HiCommand Device Manager
1234 is the port HiCommand Device Manager uses to listen

4. In the User Name box, enter the user name for accessing HiCommand Device
Manager.

5. In the Password box, enter the password for accessing HiCommand Device
Manager.

6. In the Verify Password box, re-enter the password for accessing HiCommand
Device Manager.

7. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

8. Do not select the Do Not Authenticate option.

9. Click OK.

Excluding HDS Storage Systems from Discovery

When multiple HDS storage systems are managed through a single HiCommand
Device Manager, specific storage systems can be excluded from discovery by using
system properties.
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To exclude one or more HDS storage systems from discovery, you must modify the
cimom.hds.exclude property. Set the property cimom.hds.exclude toa
comma-separated list of serial numbers of the storage systems you want excluded,
as shown in the following example:

cimom.hds.exclude=61038, 61037

The management server excludes the storage systems with one of the following
serial numbers: 61038 and 61037.

If the cimom.hds.exclude property is not specified, the management server
discovers and obtains details from all HDS storage systems managed by the
discovered HiCommand Device Manager.

The IP addresses of excluded elements appear in the discovery (Discovery >
Setup), topology (Discovery > Topology) or Get Details list (Discovery >
Details). The management server does not display additional information about
excluded elements in the user interface. The management server, however, does
mention in the logs (Discovery > View Logs) when a provider instance has been
created for an excluded element. You can ignore this message that appears in the
logs.

To modify the cimom.hds.exclude property:

1. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

2. Click Show Default Properties at the bottom of the page.

3. Copy the following command.
#cimom.hds.exclude=61038,61037

4. Click Close to return to the Advanced page.

5. Paste the copied text into the Custom Properties box.

6. Remove the pound (#) symbol in front of the property to make sure it is not
commented out. Add the serial numbers corresponding to the HDS storage
systems you want to exclude form discovery. Separate additional serial numbers
with a comma, as shown by the following example:

cimom.hds.exclude=61038, 61037

where 61038 and 61037 are serial numbers for HDS storage systems.

7. When you are done, click Save.
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Excluding HDS Storage Systems from Force Device Manager
Refresh

The management server obtains most of its information about the HDS storage
systems from the HiCommand Device Manager (proxy server) it discovered. If
HiCommand Device Manager, does not have the latest information, the management
server also displays the outdated information.

To make the management server aware of any changes, make sure the HiCommand
Device Manager it discovered has the latest information. This can be done by forcing
the HiCommand Device Manager to refresh its data.

When the Force Device Manager Refresh option is selected, the management server
refreshes discovered HiCommand Device Manager (proxy server), unless specified.
If you do not want a HiCommand Device Manager to be refreshed, you must assign
the HDS storage systems that use HiCommand Device Manager to the
cimom.HdsSkipRefresh property, as described in the steps in this section.

Caution — Before performing any provisioning operations, you should perform a
forced refresh.

To exclude HDS storage systems from a forced refresh:

1. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

2. Click Show Default Properties at the bottom of the page.
3. Copy the following command.
# cimom.HdsSkipRefresh=61038,61037
4. Click Close to return to the Advanced page.
5. Paste the copied text into the Custom Properties box.

6. Remove the pound (#) symbol in front of the property to make sure it is not
commented out. Add the serial numbers corresponding to the HDS storage
systems you want the refresh to skip. Separate additional serial numbers with a
comma, as shown by the following example:

cimom.HdsSkipRefresh=61038,61037

where 61038 and 61037 are serial numbers for HDS storage systems.

Note — To find the serial number, double-click the storage system in System
Explorer, and then click the Properties tab.
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7. When you are done, click Save.

8. To force a refresh for elements that are not configured to skip the refresh, select
the Force Device Manager Refresh option on the Get Detailspage.

9. Click Get Details.

Discovering HP StorageWorks MSA Arrays

Before you can discover MSA arrays, you must download and install the HP MSA
SMI-S Provider software. See your array documentation for more information.Keep
in mind the following:

m To determine provisioning support for HP StorageWorks Arrays, see Table 11-3,
“Provisioning and Pool Support,” on page 422 and Table 11-4, “Volume and Host
Security Group Support,” on page 423.

m The Array Configuration Utility (ACU) application should not be running when
themanagement server is using the MSA provider.

m The management URL on the Properties page for the MSA can be used only if the
ACU is installed on the same host as the SMI-S provider and the Execution Mode
is set to Remote Service. See the ACU Readme file for information about execution
modes and how to change them.

m Selective Storage Presentation (SSP) for the array must be enabled for
provisioning to work.

m MSA volumes must be deleted in the reverse order of their creation. For example,
if you have six volumes, and you want to delete the second one you created, you
must delete the volumes one at a time, starting with the volume created sixth and
continuing with the fifth, fourth, third, and then the second.

m The MSA SMI-S provider updates its cache every four minutes. If the array is
managed by an application other than themanagement server, changes to the
array configuration might not be reflected by a Get Details task that ran before the
cache update.

To discover HP MSA storage systems:

1. Select Discovery > Setup in the upper-right pane of the home page window.
2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the HP
CIMOM you want to discover.

6. Enter the user name used to access the MSA SMI-S provider.

7. Enter the password used to access the MSA SMI-S provider.
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8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering HP StorageWorks EVA Arrays

The management server uses the built-in EVA provider. Before discovering EVA

arrays, note the following:

m HP StorageWorks Command View EVA must be installed on a server before you
can discover an HP EVA storage system.

m If you have both active and standby Command View EVA proxy machines, you
can discover both the proxy machine that is actively managing the array, and the
proxy machine that is not actively managing the array. If you discover only the
proxy machine that is not actively managing the array, then only top level array
information is collected.

If both proxy machines are discovered, keep them in the same discovery group.
They can be moved to other discovery groups, but they must be moved together
to the same group at the same time. When discovering the proxy machines
separately, the machine that has already been discovered must be in the Default
discovery group. For more information about discovery groups, see “Using
Discovery Groups” on page 92.

m To determine provisioning support for HP StorageWorks Arrays, see Table 11-3,
“Provisioning and Pool Support,” on page 422 and Table 11-4, “Volume and Host
Security Group Support,” on page 423.

m EVA arrays can only be provisioned if they are actively managed by the
Command View server that they are discovered through.

m When an EVA is discovered by the built-in EVA provider, a cache is created and
populated with the current array configuration. Each subsequent cache refresh
will start 30 minutes after completion of the previous cache refresh. The time
between cache refresh starts depends on factors such as the EVA configuration,
model, and SAN traffic.
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When you perform a provisioning operation (creating, deleting, or modifying a
pool or volume), the cache information about provisioning is immediately
updated. If you provision an EVA using Command View EVA or a different
management station, the cached information about the EVA will not be accurate
until the cache is refreshed.

To discover an EVA array:

1.

U

Select Discovery > Setup in the upper-right pane of the management server’s
home page window.

Select Step 1 at the top of the page.
Click the IP Addresses tab.
Click the Add Address button.

In the IP Address/DNS Name box, enter the IP address of the Command View
server.

Enter the user name used to access the Command View server.
Enter the password used to access the Command View server.

If you entered a password in the previous step, re-enter the password in the
Verify Password box.

(Optional) In the Comment box, enter any additional information. The
information entered in this box is displayed in the Comment column in the
Addresses to Discover list.

10. Do not select the Do Not Authenticate option.

11. Click OK.

12. To start discovering elements on the network, check the check box next to the

elements you want to discover, and click Start Discovery on the IP Addresses
tab.

Obtaining SNMP Traps using Command View EVA

You must configure Command View EVA so it can send SNMP traps from the EVA
to the management server. When the management server receives these SNMP traps,
it converts them to WBEM Indications for display in its Event Manager.
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Community String Requirements

m The default community string for Command View EVA 6.x is Public and the
default community string for is public. The community strings must be a case-
sensitive match, so if you are using the default values in the management server
and Command View EVA 6.x, you must change the community strings to a case-
sensitive match.

m If you are using the default community strings for Command View EVA 7.x and
the management server, no changes to the community strings are needed. If you
change the community strings to non-default values, then they must be a case-
sensitive match.

Caution — Other applications may be using the default community strings to
communicate with Command View EVA. If you change the community string in
Command View EVA, you might break Command View EVA’s connection to other
applications. If a change is needed, we recommend changing the community string
on the management server to match the string in Command View EVA.

Obtaining SNMP traps from Command View
To obtain SNMP traps from Command View EVA:

1. Verify that the community strings follow the rules in “Community String
Requirements” on page 71. For information on viewing or changing community
strings, see “Viewing or Changing the Community String” on page 72, “Viewing
or Changing the Community String in Command View EVA 6.x” on page 72, or
“Viewing or Changing the Community String in Command View EVA 7.x” on
page 72.

2. Configure event and host notification. For instructions, see “Configuring event
and host notification in Command View EVA” on page 73.

Viewing or Changing the Community String

To view or change the community string:

1. Select .

2. Click Advanced in the Disk Space tree.

3. Click Show Default Properties at the bottom of the page.

4. Copy the cimom.snmpTrapListenerCommunityString variable.
The management server uses the value that is listed last, so be sure to search to
the end of the page to locate the latest build.
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Click Close to return to the Advanced page.
Paste the copied text into the Custom Properties box.

Change the value by entering
cimom.snmpTraplListenerCommunityString=<value> where <value> is
the desired community string value.

Click Save.

Viewing or Changing the Community String in Command View EVA
6.x

To view or change the community string:

1.

Open the c:\hsvmafiles\nsaserver.ini file in a text editor on the
Command View EVA server.

Find the line Authority=Public

This example shows the Command View EVA 6.x default: Public.

Change the value to the desired community string. For example, if you want to
change the community string to public, enter Authority=public

Restart the service for Command View EVA.

Viewing or Changing the Community String in Command View EVA
7.x

To view or change the community string:

1.

Open the C: \Program Files\Hewlett-Packard\Sanworks\Element
Manager for StorageWorks HSV\config\cveva.cfq filein a text editor
on the Command View EVA server.

Find the following command lines:

# Authority. Default = Public
authority Public

Change the community string to the desired value. For example, if you want to
change the community string to public, enter authority public

Restart the service for Command View EVA.
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Configuring event and host notification in Command View EVA

See the HP StorageWorks Command View EVA user guide for instructions on
configuring Command View EVA event notification.

Discovering HP StorageWorks XP Arrays

You can discover HP StorageWorks XP Arrays by using the following methods:

m “Discovering HP XP Arrays by Using Command View XP and SMI-S” on page 73

m “Discovering HP XP Arrays Using Command View XP Advanced Edition” on
page 74

m “Discovering HP XP Arrays by using the built-in XP Provider” on page 75

Note — To determine provisioning support for HP StorageWorks Arrays, see
Table 11-3, “Provisioning and Pool Support,” on page 422 and Table 11-4, “Volume
and Host Security Group Support,” on page 423.

Note — HP StorageWorks Command View XP should be installed on a server before
you discover an HP XP storage system.

Discovering HP XP Arrays by Using Command View XP and
SMI-S

Before you can discover XP arrays, you must download and install the XP SMI-S
Provider software. See the support matrix for details.

Caution — The Command View XP SMI-S provider does not return information
related to external storage available to the HP XP storage arrays, including the
external LDEVs. As a result, that information is not available in the management
server user interface or reports.

To discover an HP XP array using Command View XP and SMI-S:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.
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5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
Command View XP server you want to discover.

6. Enter the user name for accessing the XP SMI-S provider.

7. Enter the password for accessing the XP SMI-S provider.

If you have Command View version 2.0 or later, the default password is
administrator. If you have Command View earlier than version 2.0, refer to the
documentation that shipped with it for the default password.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering HP XP Arrays Using Command View XP
Advanced Edition

HP StorageWorks Command View XP Advanced Edition must be installed on a
server before you discover an HP XP storage system.

To discover an HP XP array using Command View XP Advanced Edition:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
server running Command View XP Advanced Edition.

6. Enter the user name used to access Command View XP Advanced Edition.
7. Enter the password used to access Command View XP Advanced Edition.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.
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9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering HP XP Arrays by using the built-in XP Provider
To discover an HP XP array using the built-in XP Provider:

1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the XP
storage system you want to discover.

6. Enter the user name used to access the XP storage system.

7. Enter the password used to access the XP storage system.

Note — The account must be a Partition Storage Administrator account.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.
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Discovering IBM Storage Systems

Before you can discover an IBM storage system, you must install the IBM CIM
Agent. For Enterprise Storage Server (ESS) devices, the IBM CIM Agent is called
“CIM Agent for ESS”; for DS devices and mixed DS and ESS environments, use the
“CIM Agent for DS Open (API)”. It is best not to install the IBM CIM Agent on the
management server. For more information, see the CIM Agent for DS Open (API) -
Installation and Configuration Guide for details on configuring the CIM Agent. Briefly,
this procedure entails:

1. Installing the software (ESS devices only).
The installation checks for the existence of the ESSCLI. If the ESSCLI is not
installed, installation of the CIM Agent cannot proceed.

2. Configuring the protocol and ports used to communicate with the CIM Agent.

You can change the CIM Agent port value, protocol (HTTP/HTTPS), and enable
or disable the debug option. Unless a secure connection is required between the
management server and the CIM Agent, it is best to use port 5988 and protocol
HTTP.

3. Changing the default authentication method in order to discover the CIM Agent.

a. Stop the IBM CIM Agent service, and then edit the cimom.properties file
in C:\Program Files\IBM\cimagent.

b. Open the cimom.properties file and change the following property to
false:
DigestAuthentication=False

4. Using the setuser command to configure a user to access the CIM Agent.

The user credentials specified here are used to access the CIM Agent. The
credentials are not necessarily the same as those used to login to the ESS
Specialist management utility or the DS Storage Manager.

5. Using the setdevice command to configure the ESS and DS devices that are
managed through the CIM Agent.

The setdevice command requires a valid user with the necessary privileges to
access and configure the ESS or DS storage systems.

a. Navigate to \Program Files\ibm\cimagent\setdevice.

b. Do one of the following:

For ESS devices, enter cmd addess <ipaddress> <username>
<password> where ipaddress is the IPaddress of the management
console server of the ESS device and username and password are the
management console credentials.
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For DS devices enter cmd addessserver <ipaddress> <username>
<password> where ipaddress is the IPaddress of the management
console server of the DS device and username and password are the
management console credentials.

6. Restarting the IBM CIM Agent service.

7. Verifying that the CIM Agent is able to communicate with the storage devices.
Enter the following command to verify communication:

verifyconfig -u username -p password where username and
password are the credentials to access CIM Agent and were created by setuser.

Note — You do not need to provide the interop namespace because the management
server includes the interop namespace for IBM storage systems in its default list.

To discover an IBM storage system, you must discover its CIMOM, as described in
the following steps:

1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.
3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
system running the IBM CIMOM you want to discover.

6. Enter the user name of the IBM CIMOM.
7. Enter the password of the IBM CIMOM.

Note — The IBM CIMOM user name and password are defined with the setuser
command.

8. Re-enter the password in the Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.

11. Click OK.
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12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering Sun StorEdge 3510 Storage Systems

Before you can discover a Sun StorEdge 3510 storage system, you must set up a Sun
StorEdge 3510 SMI-S provider and a Sun StorEdge™ Configuration Service. The
provider cannot be installed on the same computer as the management server due to
a port conflict.

The Sun StorEdge™ Configuration Service can be installed in one of the following
locations:

m On the same computer as the Sun StorEdge 3510 SMI-S provider

m On the management server

m On a separate computer

To install the Sun StorEdge™ Configuration Service you must install the following
packages:

m Sun StorEdge™ Configuration Service Console (SUNWSscsu)

m Sun StorEdge™ Configuration Service Agent (SUNWscsd)

m Sun StorEdge™ Diagnostic Reporter Agent (SUNWscsa)

You must also install the following packages. Contact Sun technical support for

information on how to obtain and configure these packages. The packages can be

found on the Sun Enterprise Storage Manager Accessory CD-ROM. Refer to the

readme file on the Sun StorEdge™ ESM Accessory CD-ROM for information about

configuring these three packages:

m WBEM Solutions ] WBEM Server 1.0

m Sun StorEdge™ CIM/WBEM Provider SDK (SUNWagsdk package) - A readme
file is installed as part of SUNWagsdk package. Follow the instructions in that
readme file.

m Sun StorEdge™ 3510 SMI-S Provider (SUNW3x10a package) - A readme file is
installed as part of SUNW3x10a package. Follow the instructions in that readme
file.

To discover Sun StorEdge 3510 storage systems, you must discover the Sun StorEdge

3510 SMI-S provider. To discover a Sun StorEdge 3510 storage system, you must

enter the following information for the instance of the Sun StorEdge 3510 SMI-S

provider.

m user name and password used for the system running Sun StorEdge 3510 SMI-S
provider

m [P address of the system running Sun StorEdge 3510 SMI-S provider
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Caution — The management server is unable to display logical volumes configured
on Sun StorEdge 3510 storage systems. Any logical volumes as well as the logical
drives that comprise them will not appear in the UL There will be no indication that
this happened.

To discover Sun StorEdge 3510 storage systems:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
system running the Sun StorEdge 3510 SMI-S provider you want to discover.

Enter the user name of the system running the Sun StorEdge 3510 SMI-S provider.
Enter the password of the system running the Sun StorEdge 3510 SMI-S provider.

Re-enter the password in the Verify Password box.

. *® N

(Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering Sun StorEdge 6920 and 6940 Storage
Systems

To discover Sun StorEdge 6920 and 6940 storage systems:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

80 Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
storage system you want to discover.

Enter the user name of the storage system.
Enter the password used to access the storage system.

Re-enter the password in the Verify Password box.

. *® N

(Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering Sun StorEdge 6130 Storage Systems

To discover Sun StorEdge 6130 storage systems:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.

3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
controller or proxy you want to discover.

6. Leave the User Name box blank.

7. If you do not want to do provisioning on the storage systems, leave the password
box blank. If you want to do provisioning, enter the corresponding password for
controller or proxy.

8. If you entered a password in the previous step, re-enter the password in the
Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).
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10. If you do not plan to use provisioning in the product, select the Do Not
Authenticate option.

11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering Xiotech Storage Systems

Caution — You must have Xiotech's Intelligent Control (ICON) software installed. If
you do not have the software, contact your Xiotech representative.

To discover a Xiotech storage system:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.
3. Click the IP Addresses tab.

4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name for the
storage system and its namespace. For example:

<IP address/DNS name>/root/cimv2
where

m <IP address/DNS name> is the IP address or DNS name of the storage
system.
m /root/cimv2 is its namespace.

6. A user name and password are required. Enter anything for the user name and
password.

7. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

8. Select the Do Not Authenticate option.
9. Click OK.

10. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.
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Discovering HP NAS Devices on Windows

In order to discover an HP NAS device on Windows, you must first install a CIM
extension on the device and then modify one of its properties files. See the
Installation Guide for information on how to install the CIM extension.

To enable NAS support:
1. Connect to the NAS device on which you have installed the CIM extension.
2. Browse to the installation directory and open the APPQCime/conf directory.

3. Copy the nas.properties-sample file and paste a copy into the same
directory.

4. Rename the copied file to nas.properties.

5. Open the file and locate the following line:

# Set to true to enable NAS data collection; “false” is the
default

nas=false

6. Change the value to true to enable NAS support, as shown in the following
example:

nas=true

7. Save your changes and close the file.

8. Restart the CIM extension. See the Installation Guide for information about starting

CIM extensions.
To discover an HP NAS device on Windows:
1. Select Discovery > Setup.
2. Select Step 1 at the top of the page.
3. Click the IP Addresses tab.
4. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the HP

NAS device you want to discover.

6. Enter the user name of the HP NAS device. You must provide a privileged login.

7. Enter the password used to access the HP NAS device.

8. Re-enter the password in the Verify Password box.
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9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Discovering HP NAS Devices on Linux

In order to discover an HP NAS device on Linux, you must first install a CIM
extension on the device and then modify one of its properties files. See the
Installation Guide for information about starting CIM extensions.

To enable NAS support:
1. Connect to the NAS device on which you have installed the CIM extension.

2. Browse to the installation directory and open the /opt/APPQCime/conf
directory.

3. Copy the nas.properties-sample file and paste a copy into the same
directory.

4. Rename the copied file to nas.properties.

5. Open the file and locate the following line:

# Set to true to enable NAS data collection; “false” is the
default

nas=false

6. Change the value to true to enable NAS support, as shown in the following
example:

nas=true
7. Save your changes, and then close the file.

8. Restart the CIM extension. See the Installation Guide for information about starting
CIM extensions.

To discover an HP NAS device on Linux:
1. Select Discovery > Setup.

2. Select Step 1 at the top of the page.
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Click the IP Addresses tab.
Click Add Address.

In the IP Address/DNS Name box, enter the IP address or DNS name of the HP
NAS device you want to discover.

Enter the user name of the HP NAS device. You must provide a privileged login.
Enter the password used to access the HP NAS device.
Re-enter the password in the Verify Password box.

(Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.

11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering

elements on the network.

Discovering NetApp NAS Devices

Keep in mind the following;:

SMNP must be enabled on the NetApp NAS device before it can be discovered.

If you want to communicate with the NetApp NAS device through SSL you must

set the cimom.providers.netapp.useSSL property to true. This is a global

setting and will cause all NetApp NAS devices to communicate using SSL. For

more information, see “Enabling SSL Communication with a NetApp NAS

Device” on page 85.

If you want the management server to be able to receive events from a NetApp

NAS device, you must add the IP address of the management server to the

NetApp configuration.

You must provide a privileged login, which is one of the following:

= the root user

= a user belonging to the “Administrators” group. This is a predefined group by
NetApp.

= a user belonging to a group that has the following roles: api-*, cli-*, login-http-
admin, and at least one of the following: login-console, login-telnet, login-rsh,
or login-ssh

Administrative HTTP access to the device can be restricted through the

httpd.access and httpd.admin.access options. If you are restricting

Administrative HTTP access, the management server needs to be registered with
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the device. This is done by adding the IP addresses of the management server to
the httpd.admin.access option. For more information, see the NetApp NAS
device documentation.

To discover a NetApp NAS device:

1. Select Discovery > Setup.

. Select Step 1 at the top of the page.
. Click the IP Addresses tab.

= W N

. Click Add Address.

5. In the IP Address/DNS Name box, enter the IP address or DNS name of the
NetApp NAS device you want to discover.

6. Enter the User Name of the NetApp NAS device. You must provide a privileged
login.

7. Enter the Password used to access the NetApp NAS device.
8. Re-enter the password in the Verify Password box.

9. (Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.
11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering
elements on the network.

Enabling SSL Communication with a NetApp NAS Device
To enable SSL communication with a NetApp NAS device:

1. Select Configuration > Product Health, and then click Advanced in the Disk
Space tree.

2. Click Show Default Properties at the bottom of the page.

3. Copy the following property:

#cimom.providers.netapp.useSSL=true
4. Click Close to return to the Advanced page.

5. Paste the copied text into the Custom Properties box.
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6.

7.

Uncomment the cimom.providers.netapp.useSSL property by removing
the pound symbol (#) in front of cimom.providers.netapp.useSSL.

When you are done, click Save.

Discovering Sun NAS Devices

Note — You do not need to provide the interop namespace because it is included in
the management servers list of default namespaces.

To discover a Sun NAS Device:

1.

= W N

Select Discovery > Setup.

Select Step 1 at the top of the page.
Click the IP Addresses tab.

Click Add Address.

In the IP Address/DNS Name box, enter the IP address or DNS name of the
server running the SMI-S provider for the Sun NAS Devices you want to discover.

Enter the user name of the CIMOM/provider for the Sun NAS Devices you want
to discover. You must provide a privileged login.

Enter the password used to access the CIMOM/ provider for the Sun NAS Devices
you want to discover.

Re-enter the password in the Verify Password box.

(Optional) In the Comment box, enter any additional information. The
information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.

11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering

elements on the network.
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Discovering HP and IBM Tape Libraries

Before you can discover an HP or IBM tape library, you must download and install
the corresponding SMI-S provider software. Refer to the support matrix and your
tape library documentation for more information.

To discover an HP or IBM tape library:

1.
2.
3.

Select Discovery > Setup.
Select Step 1 at the top of the page.
Click the IP Addresses tab.

. Click Add Address.
. In the IP Address/DNS Name box, enter the IP address or DNS name of the SMI-

S provider for the tape library.

. Enter the user name and password of the provider running the tape library. The

user name and password are the provider’s user name and password, not the
credentials for the operating system’s user name. The default user
name/password for IBM is cimuser/cimpass and for HP it's

administrator /administrator unless you've made changes.

. Enter the Password of the system running the tape library.
. Re-enter the password in the Verify Password box.

. (Optional) In the Comment box, enter any additional information. The

information entered into this box is displayed in the Comment column in the
Addresses to Discover list (Discovery > Setup).

10. Do not select the Do Not Authenticate option.

11. Click OK.

12. Click the Start Discovery button on the IP Addresses tab to start discovering

elements on the network.

Building the Topology

This section contains the following topics:

“Building the Topology View” on page 88
“Modifying the Properties of a Discovered Address” on page 89
“Deleting Elements from the Product” on page 96
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Building the Topology View

After you discover elements, the management server requires you to build a
topology view, which is a graphical representation of port-level connectivity
information.

If a switch has more than one connection to an element, the number of connections
is displayed above the line linking the switch and the element. For example, if the
number two is shown between a switch and a storage system, it means that the
elements have two connections to each other. To view the port details for the
connection, right-click the element and select Show Port Details from the menu.

If the topology changes, you can update how the element is viewed in the topology
by selecting the element and clicking the Get Topology for Selected button in the
Get Topology for discovered elements page (select Discovery > Topology). The
management server obtains enough information about where the element is
connected in the topology; for example, showing where a switch connected to a host.

If the management server detects an element but it cannot obtain additional
information about it, it marks the element with a question mark in the topology. To
learn more about fixing detected and/or disconnected elements, see
“Troubleshooting Topology Issues” on page 824.

Caution — The user interface may load slowly while the topology is being
recalculated. It may also take more time to log into the management server during a
topology recalculation. See “Recalculating the Topology” on page 838 for more
information.

To obtain enough information to display the topology in System Explorer:
1. Click the Discovery menu in the upper-right corner of the home page.

2. Click Topology in the upper-right corner.
The discovered elements are selected.
3. Select All Discovery Groups or click Specified Discovery Groups to specify a

customized list. If you are obtaining the topology for the first time, select All
Discovery Groups.

Note — For information on selecting a custom discovery list, see “Creating Custom
Discovery Lists” on page 93.

4. Click Get Topology.
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The management server obtains the topology for selected elements and displays
the Log Message page. After the management server builds the topology, a link
appears to take you to System Explorer so you can verify the topology view.

Note — You can also access System Explorer by clicking System Explorer in the left
pane.

5. Review the topology for errors and/or changes.

= If you see errors in the topology, look at the log messages, which can provide
an indication of what went wrong. Look at Event Manager for additional
information. Access Event Manager by clicking the Event Manager button in
the left pane. For more information, see “Viewing Log Messages” on page 101
and “Troubleshooting Topology Issues” on page 824.

» If the topology for an element in your network changes, select the element and
click Get Topology (Discovery > Topology) to updated the information.

Modifying the Properties of a Discovered Address

You can modify the user name and password the management server uses to access
a device. However, whenever a user name and/or password has changed on a
device the management server monitors, the management server must be made
aware of the change. For example, if the password for a host was changed, you
would need to update the management server database with the new password. For
more information, see “Modifying a Single IP Address Entry for Discovery” on
page 30.

Note — If you use this window to change the user name and password stored in the
management server's database. It does not change the device's user name and
password.

To change the discovery properties of an element:

1. Select Discovery > Topology or Discovery > Details in the upper-right pane.

2. Click the Edit (QJ) button corresponding with the element you want to modify.

3. To move an element to another discovery group, select its new discovery group
from the Discovery Group menu.

4. Click OK in the Edit Discovered Element window.
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Get Details

This section contains the following topics:

“About Get Details” on page 90
“Running Get Details” on page 91
“Stopping the Gathering of Details” on page 92

About Get Details

Get Details is required to obtain detailed information from discovered elements. Get
Details must be performed before you can do provisioning and/or obtain
provisioning information, such as data about zone sets and LUN numbers.

Keep in mind the following;:

Running Get Details takes time. You might want to perform this process when the
network and the managed elements are not busy. To obtain a picture of device
connectivity quickly, click Get Topology on the Topology tab.

Reports show data from the last successful Get Details and report cache update.
When a scheduled Get Details finishes, the report cache refreshes automatically. If
you run Get Details manually, the report cache updates every 6 hours. For
information about refreshing the report cache, see “Refreshing a Report” on
page 526.

During Get Details the data you see in the user interface is not updated until the
data collection is finished.

During Get Details the topology in System Explorer is recalculated. While the
topology is being recalculated, the loading of the user interface may be slow. It
may also take more time to log into the management server during a topology
recalculation.

You can use discovery groups to break up Get Details. For example, instead of
running Get Details for all elements, you could specify only the elements in
Discovery Group 1. For more information, see “Using Discovery Groups” on
page 92.

When an element in a discovery group is updated, its dependent elements are
also updated.

You can quarantine elements to exclude them from Get Details. For example, if
you want to get information about all the elements in a discovery group except
for one, you can quarantine that element. For more information, see “Placing an
Element in Quarantine” on page 98.

If a problem occurs with a host or SMI-S element during Get Details, the host or
element is automatically quarantined. To remove the element from quarantine,
see “Removing an Element from Quarantine” on page 99.
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m If you want to receive status reports about Get Details, see “Configuring E-mail
Notification for Get Details” on page 814 for information about how to configure
this option.

m If an element changes and you run Get Details while the provider cache is
updating, an error might occur or the gathered details might be inconsistent with
the actual element status.

Running Get Details

To obtain details about the elements on the network:
1. Select Discovery > Details.

2. Select Include infrastructure details, which gathers the latest information about
SAN details. You do not need to select Include backup details unless you have
already discovered hosts running backup applications and installed CIM
extensions on those hosts. For information about discovering master backup
servers, see “Step 1 — Discovering Your Hosts and Backup Manager Hosts” on
page 105.

3. Select Force Device Manager Refresh if you want the management server to
tell the device managers for your storage systems to obtain the latest information.
If you do not select Force Device Manager Refresh, the management server
gathers information from the external databases such as HP, HDS, and EMC
storage systems with the assumption that the information in the external database
is up to date. See the following topics for more information: “Excluding EMC
Symmetrix Storage Systems from Force Device Manager Refresh” on page 62 and
“Excluding HDS Storage Systems from Force Device Manager Refresh” on
page 67.

4. Select All Discovery Groups or click Specified Discovery Groups to specify a
customized list. If you are running Get Details for the first time, select All
Discovery Groups.

Note — For information on selecting a custom discovery list, see “Creating Custom
Discovery Lists” on page 93.

5. Click Get Details.

During Get Details, the software changes its status light from green to red and the
log opens and shows the progress of Get Details.

When the software finishes getting all element details, it displays GETTING ALL
DETAILS COMPLETED on the View Logs page and the status light turns green.
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6. See the “Adding a Discovery Schedule” on page 226 for information about
automating the gathering of all element details.

Stopping the Gathering of Details

Obtaining details takes some time. If the network and managed elements are busy,
you might need to stop the gathering of details and reschedule it for another time.

Caution — If you stop the gathering of details, you should reschedule it. This type of
collection obtains detailed information about elements in the network.

To stop the gathering of details:
1. Select Discovery > View Logs.

2. On the View Logs page, click the “Click here” portion of the following message:
Click here if you wish to stop getting details.
3. When you are asked if you are sure you want to stop Get Details, click OK.

The management server stops gathering details.

Note — Existing operations will finish before the management server stops gathering
details.

4. Schedule a time to resume getting details.

Using Discovery Groups

The discovery groups feature is sometimes called segmented replication because it
allows you to run Get Details/ for a segment of elements. Because The product runs
more slowly when Get Details is in progress, it is helpful to break the process into
segments which can then be run at night or on multiple days. For example, if Get
Details for all elements takes twelve hours, you could break the elements into
several small groups and schedule Get Details to run at night on multiple days.

Note — For more about data collection, see “About Get Details” on page 90.
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When planning discovery groups, consider the following requirements and
capabilities:

By default, the product is configured with a default discovery group plus four
additional groups.

Discovery groups affect the amount of memory needed for the product. Before
configuring discovery groups, check the support matrix and verify that your
system meets the memory requirements for using discovery groups.

Do not move elements between discovery groups when Get Details is running. If
you do this, an error will occur when Get Details tries to discover elements that
were moved.

An element can be a member of one discovery group at a time.

Elements discovered through SMI-S and hosts discovered with CIM extensions
from Build 5.1 and later of the product cannot be added to discovery groups.
These elements can, however, be placed independently into scheduled Get
Details tasks without being part of a discovery group. This allows you greater
flexibility when gathering discovery data. For more information, see “Creating
Custom Discovery Lists” on page 93.

When an element in a discovery group is updated, its dependent elements are
also updated.

Each discovery group communicates over a specific port. The defaults are:

TABLE 2-4 Discovery Group Ports

Default 5986
Discovery Group 1 5984
Discovery Group 2 5982
Discovery Group 3 5980
Discovery Group 4 5978

Creating Custom Discovery Lists

You can create a discovery list for Get Details or Get Topology, which will allow you
to select a set of discovery groups to use the next time Get Details runs.

1.
2.

3.

Select Discovery > Details or Discovery > Topology.
Click the Specified Discovery Groups link.

Select the check box next to each item you want to add to the discovery list.

Elements discovered through SMI-S and hosts discovered with CIM extensions
from Build 5.1 and later of the product appear in the list individually. You can
add individual elements, discovery groups, or both to the same discovery list.
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4. Click Add Selected Discovery Groups to Discovery List to move them into
the Discovery List.

Caution — Do not run Get Details for all discovery groups simultaneously.

5. Click OK to save and return to the previous window. The elements are selected in
the elements table.

6. Click Get Details or Get Topology.

Managing Discovery Groups

You can manage discovery groups from the Discovery Setup page.

Note — The Default discovery group cannot be edited.

1. Select Discovery > Details or Discovery > Topology.

2. Click Manage Discovery Groups.
The Discovery Groups page shows a list of your discovery groups, including the

name, Port Number, and included elements.

3. Click Edit &7
4. To rename the group, enter a new name in the Name box.

5. To add a member, select the member from the Potential Members section, and
then click the Add Selected Discovery Groups to Discovery Group button to
move it into the Current Members section.

6. To remove a member, select the member from the Current Members section, and
then click the Remove Selected Discovery Groups from Discovery Group
button to move it into the Potential Members section.

Note — The path to the log file for the discovery group is listed at the top of the
page.

7. Click OK.
8. Click Back to Discovery Page.

Chapter 2 Discovering Switches, Storage Systems, NAS Devices, and Tape Libraries 95



Moving Elements Between Discovery Groups

All elements are initially placed in the Default discovery group. You can move
elements between discovery groups.

Caution — Do not move elements between discovery groups when Get Details is
running. If you do this, an error will occur when Get Details tries to discover
elements that were moved.

Method 1: Select Discovery Group
To select a new discovery group for an element:

1. Select Discovery Setup (Discovery > Details).

The Get Details page appears.
2. Select the check box for the element you want to move.

3. Click Move to Discovery Group.

The Select Discovery Group window appears.
4. Select the new discovery group for the selected element.

5. Click OK.

The management server notifies you that it can take a few minutes to move an
element.

6. Click OK.

The elements are moved to the new discovery group.

Method 2: Edit a Discovered Element

To edit a discovered element:

1. Select Discovery Setup (Discovery > Details). The Get Details page appears.

2. Click the Edit (E‘.f) button next to the element you want to modify.
3. Select a new discovery group in the Discovery Group menu.

4. Click OK.

The management server notifies you that it can take a few minutes to move an
element.
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5. Click OK.

The elements are moved to the new discovery group.

Deleting Elements from the Product

When you delete an element, all of its information is removed from the management
server. This includes asset information, zoning, events, statistics, and fabrics
assigned to switches.

To completely delete an element from the management server you must remove the
elements, such as a switch or proxy that were used to discover the element. If you do
not delete all switches and proxies that were used to discover the element, the
element may reappear the next time you Get Details.

For example, assume you want to delete Switch_A. Switch_B and Switch_C were
used to discover Switch_A. If you delete only Switch_B and Switch_A, Switch_A
will most likely reappear when you Get Details because it is still accessible by
Switch_C.

You can delete an element within the following tools:

m System Explorer or Chargeback - Gives you the option of deleting just the
element or deleting the element and the elements that use the same switches and
proxies for access.

m Discovery Step 2 (Topology) - Gives you the option of deleting multiple
elements at a time. You are not given a detailed list of other elements you must
delete; however, you can use the table on the Discovery screen to determine
which switches and proxies provided access.

Deleting an Element Using System Explorer or
Chargeback

To delete an element using System Explorer or Chargeback:

1. Do one of the following:
= In System Explorer - Right-click an element and select Delete Element from
the menu. Right-click an element and select Delete Element from the menu.

If you are blocking pop-ups and you use the right-click menu to delete an
element from System Explorer, the Delete window is blocked and you are
unable to delete the element. You must disable the popup blocker before you
can delete the element.
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= In Chargeback - Click the Delete (ﬁ) button for the element you want to
delete.

2. If the element has multiple access points, you are asked which want to delete. Do

one of the following:

= Delete the element and its access points. This option lists not only the
switch you want to delete, but also the other elements that use the same
switches and proxies as the element you want to delete. For example, assume
you want to delete Switch_A. Switch_B was used to discover Switch_A. Let's
assume Switch_B is also the only path to Switch_D. If you delete Switch_B, you
will no longer have access to Switch_D. This option would list Switch_D as one
of the other elements that need to be deleted.

An access point is the intersection of the IP address and the provider that
discovered the IP address. A provider is software that is used to gather
information about an element.

= Delete the element. The element may reappear the next time you obtain
element details. This is because not all switches and proxies connected to the
element have not been removed. For example, assume you want to delete
Switch_A. Switch_B is connected to Switch_A. If you do not delete Switch_B,
the next time you obtain element details Switch_B will most likely find
Switch_A again.

3. Click OK.

Deleting Elements Using Discovery Step 2
(Topology)

To delete multiple elements using Discovery Step 2 (Topology):
1. Select Discovery > Topology.

2. Determine the access points for the element you want to delete. In the following
figure QBrocade2 is accessed by two switches: 192.168.10.25 and 198.168.10.22.
You must delete both access points to completely remove the element. As a result,
the QBrocade5 switch will also be removed because it has the same access points
as QBrocade2.
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FIGURE 2-3 Deleting Elements from the Management Server

3. Select all of the access points for the element you want to delete, and then click
the Delete button just above the table.

For example, assume you want to delete QBrocade2 in the previous figure. You
would select the two listings for QBrocade2 on the Discovered Elements tab and
click the Delete button in the Get Topology for Discovered Elements table. If
you delete only one of the listings, QBrocade2 and QBrocade5 still appear in the
topology, since they are still accessible from one of the switches.

When you are asked if you want to remove the access points and its associated
elements, keep in mind these elements will not be deleted if they are accessible
from an access point not listed in the Delete Access Points window. For example,
assume you selected access point 192.168.10.25 to be deleted. You are then told
that switch1 will be deleted along with the access point. Assume also that switchl
is accessible from another access point, 192.168.10.29. When you remove access
point 192.168.10.25, switch1 will still be accessible because it can be accessed from
another access point that has not been removed.

4. Click OK if you want to remove the access points listed in the Delete Access
Points window.

The access points are removed. If the elements listed have no other access points,
they are no longer accessible from the management server.

Working with Quarantined Elements

When an element is quarantined, it is not included in the Get Details process until it
is removed from quarantine. For more information, see “Removing an Element from
Quarantine” on page 99. If a problem occurs with a host or SMI-S element during
Get Details, the host or element is automatically quarantined.
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Placing an Flement in Quarantine

When you click the Get Details button on the Get Details page, the management
server automatically obtains details for the elements in the selected discovery group.
Assume you want to discover all the elements in a discovery group, except for one,
which is being taken off of the network for maintenance. You can use the quarantine
feature to exclude this element from discovery.

Note — After you perform Get Details for the discovery group containing the
quarantined elements, the quarantined elements appear as missing throughout the
product. The management server marks the quarantined elements as missing
because it cannot obtain details from the quarantined element.

To quarantine an element:

1. Select the check boxes for the elements you want to quarantine on the Get Details
page.
2. Click Set Quarantine.

3. When you are asked if you want to quarantine the selected elements, click OK.

The elements you quarantine appear with a flag (®) in the Quarantined column
on the Get Details page.

The elements are excluded from discovery until you clear them from quarantine.

Removing an Element from Quarantine

To remove an element from quarantine:

1. Select the check boxes for the elements you want to remove from quarantine on
the Get Details page.

Quarantined elements appear with a flag (¥) in the Quarantined column on the
Get Details page.

2. Click Clear Quarantine.

3. When you are asked if you want to remove the selected elements from
quarantine, click OK.

The next time you perform Get Details for the element, the management server
gathers data from the element.
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Updating the Database with Element
Changes

After you have initially discovered the elements, information about them might
change. To update database with these changes, perform the steps described in this
section.

Keep in mind the following;:

m If you change the password of a host after you discover it, you must change the
password for the host in the discovery list, and then you must stop and restart the
CIM Extension running on that host before you run a discovery.

m If you are adding, removing or replacing McDATA or Connectrix switches, you
must use a different procedure. For more information, see “Managing McDATA
and EMC Connectrix Switches” on page 54.

m Running Get Details takes time. You might want to perform this process when the
network and the managed elements are not busy. To obtain a picture of device
connectivity quickly, click the Get Topology button on the Topology tab.

To update the database:
1. Select Discovery > Details.

2. Select Include infrastructure details, which gathers information about SAN
details.

Note - Include backup details is used for gathering information for Backup
Manager. You do not need to select it unless you have already discovered hosts
running backup applications and installed CIM extensions on those hosts. For more
information about discovering master backup servers, see “Step 1 — Discovering
Your Hosts and Backup Manager Hosts” on page 105.

3. The management server obtains most of its information from device managers for
storage systems with external databases, such as HP, HDS, and EMC storage
systems. Select Force Device Manager Refresh if you want the management
server to tell the device managers for your storage systems to obtain the latest
information. If you do not select Force Device Manager Refresh, the
management server gathers information from the external databases based on the
assumption the information in the external database is up-to-date.

For more information, see the following topics: “Excluding EMC Symmetrix
Storage Systems from Force Device Manager Refresh” on page 62 and “Excluding
EMC Symmetrix Storage Systems from Force Device Manager Refresh” on

page 62.
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4.

5.

6.

Click the Get Details button on the Get Details page.

View the status of the gathering of element details by looking in the View Logs
page. See the topic, “Viewing Log Messages” on page 101 for more information
about the messages viewed in this tab.

Verify the topology is displayed correctly by accessing System Explorer. Access
System Explorer by clicking its button in the left pane.

Notitying the Software of a New
Element

When you add a new element to the network, such as a host, perform discovery to
make the management server aware of the new element.

Keep in mind the following while performing discovery:

If you change the password of a host after you discover it, you must change the
password for the host in the discovery list, and then you must stop and restart the
CIM Extension running on that host.

If you started a CIM Extension on a Sun Solaris host with the . /start -users
command, in the command, you must provide a user name to be used to discover
the host. For example, if you use ./start -users <myname:yourname>
(where myname and yourname are valid UNIX accounts) to start the CIM
Extension, myname or yourname and its password must be used to discover the
host.

If this is a new installation of the management server and you have Brocade
switches, download and install the Brocade SMI Agent software as described in
the Brocade SMI Agent documentation.

Additional steps are required for discovering McDATA and EMC Connectrix
switches; the steps vary according to your network configuration. For more
information, see “Discovering McDATA and EMC Connectrix Switches” on
page 44.

EMC CLARIiON storage systems require additional steps for discovery. For more
information, see “Discovering EMC CLARiiON Storage Systems” on page 63 for
more information.

After you discover a McDATA or EMC Connectrix switch, the IP address
displayed next to the name of the switch is actually the IP address of the service
processor for the switch in the Get Details screens. To find the IP address of the
switch, click the link for the switch in the Topology screen (Discovery >
Topology) or Get Details screen (Discovery > Details) and then click the
Properties tab. The Properties tab can also be accessed by double-clicking the
switch in System Explorer.
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Viewing Log Messages

Use the View Logs page to obtain the status of the following:
m Discovery

m Building the Topology

m Backup details

During these operations, the management server displays its status at regular
intervals.

To view logs for these operations:

1. Select Discovery > View Logs.

2. To view the progress of Get Details, click the Infrastructure tab.
3. To view the progress of Backup Details, click the Backup tab.

4. To obtain the latest status, click Get Latest Messages.

If the software is unable to discover or obtain information about a device, the log
messages might provide some information as to where the problem occurred.

For example, if a host was not discovered, the log messages might indicate that the
provider configuration for that device was never created. This could mean the
software was given the wrong user name and/or password for that host. As a result,
the software logged onto the host with a guest account, which does not have enough
permissions to start Windows Management Instrumentation (WMI).

Note — The logs show data from the most recent discovery, test, or data collection
task.

Caution — Look at Event Manager for additional information. See “About Event
Manager” on page 605 for more information.

Viewing the Status of System Tasks
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The Task Dashboard allows you to view the status of the tasks running on the
management server. The dashboard provides the name of each task, its latest status,
and the time the status was last reported.

To view the status of system tasks:
1. Select Discovery > System Tasks.
2. To obtain the latest status, click Get the Latest Status.

The following task statuses are provided by the Task Dashboard:

TABLE 2-5 Task Status Descriptions

Status Description

Not Found This task can not be found on this server.
Completed This task has been completed successfully.
Failed This task failed with an error.

Aborted This task has been aborted by the user or other

automated actions.

In Progress

This task is in progress. CPU and disk activities are
active on this server.

Queued

This task is scheduled to be executed in the future.

Rejected

This task has been rejected by this server.

104 Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



CHAPTER 3

Discovering Applications, Backup
Hosts and Hosts

This chapter describes the following:

m “Step 1 — Discovering Your Hosts and Backup Manager Hosts” on page 105
“Step 2 — Setting Up Discovery for Applications” on page 112

“Step 3 — Discovering Applications” on page 151

“Changing the Oracle TNS Listener Port” on page 154

“Changing the Password for the Managed Database Account” on page 155

Step 1 — Discovering Your Hosts and
Backup Manager Hosts

Before you can discover your applications, you must discover their hosts. You
discover hosts in the same way you discovered your switches and storage systems.
You provide the host’s IP address, user name and password. The user name and
password must have administrative privileges. Unlike switches and storage systems,
you must have installed a CIM extension on the host if you want to obtain detailed
information about the host and its applications, including those applications for
backup. See the support matrix for information about which backup applications the
management server supports.

For information about discovering clustered hosts, see “Host and Application
Clustering” on page 165.

The management server automatically detects file servers on hosts through
discovery. Before you map the topology (Step 2 in Discovery Setup), make sure the
option for File Server SRM is selected, as described in “Step B — Build the
Topology” on page 110.
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The management server also detects the backup applications its supports, such as
Veritas™ NetBackup™ or HP Data Protector. If you are licensed for Protection
Explorer and you want to manage and monitor your backup applications, select
Include backup details when you run Get Details, as described in “Step D — Get
Details” on page 111.

Keep in mind the following:

m Elements discovered through SMI-S and hosts discovered with CIM extensions
from Build 5.1 and later of the product cannot be added to discovery groups.
These elements are listed separately and can be placed independently into
scheduled Get Details tasks without being part of a discovery group. This allows
you greater flexibility when gathering discovery data. (For more information, see
“Creating Custom Discovery Lists” on page 94).

If you are upgrading from a previous build of the product, and you rediscover
your hosts, they will be moved out of their existing discovery groups. Each
rediscovered host would be placed in its own discovry group. If the original
discovery groups containing these hosts were included in scheduled Get Details
tasks, the schedules would be modified to contain the new discovery groups for
rediscovered hosts.

m After installing the CIM extension on a DataProtector system on Windows, check
the Logon account for the DataProtector CRS service and verify that it matches
the AppStorWin32Agent service. To determine the Logon account for the
DataProtector CRS service, go to Control Panel > Administrative Tools >
Services, select the DataProtector CRS service, access its Properties page, and
select the Logon tab. To determine the Logon account for the
AppStorWin32Agent service, go to Control Panel > Administrative Tools >
Services, select the AppStorWin32Agent service, access its Properties page, and
select the Logon tab.

m If you change the password of a host after you discover it, stop and restart the
CIM extension running on the host, and change the host password in the
discovery list.

m If your license lets you discover UNIX and/or Linux hosts, the Test button for
discovery reports SUCCESS from any UNIX and/or Linux hosts on which the
management server can detect a CIM extension. The CIM extension must be
running. The management server reports “SUCCESS” even if your license
restricts you from discovering certain types of hosts. For example, assume your
license lets you discover Solaris hosts but not AIX hosts. If you click the Test
button, the management server reports “SUCCESS” for the AIX hosts. You will
not be able to discover the AIX hosts. The IP address is not discoverable, because
of the license limitation.

m If you want to receive status reports about Get Details, see “Configuring E-mail
Notification for Get Details” on page 814 for information about how to configure
this option.

m Depending on your license, you may not be able to access Protection Explorer,
File Server SRM and/or monitor certain applications may not be available. See the
List of Features to determine if you have access to Protection Explorer, File Server
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SRM and/or are able to monitor the other applications. The List of Features is
accessible from the Documentation Center (Help > Documentation Center). To
learn more about File Server SRM, see the File Servers Guide, which is also
available from the Documentation Center.

If you are unable to discover a UNIX host because of DNS or routing issues, see
“Unable to Discover a UNIX Host Because of DNS or Routing Issues” on

page 836.

Get Details can hang if obtaining information from an AIX host where SAN
storage was previously available is no longer visible to the operating system. You
may need to reboot the management server to resolve this issue.

When discovering a Linux host from the management server, the operating
system/server type is not available.

If you started a CIM extension on a Sun Solaris host by using the
cim.extension.parameters config file or with the . /start -users
command, the user name provided in the command must be used to discover the
host. For example, if you use ./start -users myname:yourname (where myname
and yourname are valid UNIX accounts) to start the CIM extension, myname or
yourname and its password must be used to discover the host.

If you try to discover a Solaris host with multiple IP address, the management
server picks only one IP address for discovery.

You can configure the management server to obtain information about your
backup manager hosts at a set interval. See the topic, “Scheduling Backup
Collection for Backup Managers” in the User Guide for more information about
collectors.

Discovery of hosts consists of three steps:

Setting up — Finding the elements on the network. See “Step A — Set Up
Discovery for Hosts” on page 107.

Topology — Mapping the elements in the topology. See “Step B — Build the
Topology” on page 110.

“(Optional) Step C — View the Topology” on page 110

Details — Obtaining detailed element information. See “Step D — Get Details”
on page 111.

Step A — Set Up Discovery for Hosts

1.

Click Discovery > Setup.

2. If several of the elements in the same domain use the same name and password,

click the Set Default User Name and Password link. Provide up to three user
names and passwords.

The management server tries the default user names and passwords for elements
during discovery. For example, if you have a several hosts using the same user
name and password, add their user name and password to the list of default user
names and passwords. If one of the hosts is connected to a storage system with
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another user name and password, you would also add this user name and
password to the list. Do not specify the user name and password for the storage
system in the individual range because that overrides the default user name and
password.

To access a Windows-based device, prefix the user name with domain_name\, as
shown in the following example. This is required by the Windows login
mechanism.

domain_name \username
where

s domain name is the domain name of the element
m username is the name of the account used to access that element

3. To add an IP address range to scan:
a. Click the IP Ranges tab.
b. Click the Add Range button.

c. In the From IP Address box, enter the lowest IP address in the range of the
elements you want to discover.

d. In the To IP Address box, enter the highest IP address in the range of the
elements you want to discover.

e. In the User Name (Optional) box, enter the user name.

To access a Windows-based device, prefix the user name with the Windows
domain name, as shown in the following example. It is required by the
Windows login mechanism.

domain_name\username
where
domain name is the domain name of the element

username is the name of the account used to access that element

f. In the Password (Optional) box, enter the password corresponding to the
user name entered in the User Name box.

g. Enter the password from the previous step in the Verify Password box.

h. In the Comment box, enter a brief description of the servers. For example,
Servers in Marketing.

i. Click OK.
j. Repeat steps b through i until all of the IP ranges have been entered.

k. Click the Start Scanning button.
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The elements the management server detects during the scan are added to the
Addresses to Discover list on the IP Addresses tab.

4. To add a single IP address or DNS name to discover:
a. Click the IP Address tab.
b. Click the Add Address button.

c. In the IP Address/DNS Name box, enter the IP address or DNS name of the
device you want to discover.

d. In the User Name (Optional) box, enter the user name.

This box can be left blank if one or more of the following conditions are
fulfilled:

The element's user name and password are one of the default user names
and passwords.

The element does not require authentication.

To access a Windows-based device, prefix the user name with the Windows
domain name, as shown in the following example.

domain_name\username
where
domain name is the domain name of the machine

username is the name of your network account

e. In the Password (Optional) box, enter the corresponding password for the
user name entered in the previous step.

This box can be left blank if one or more of the following conditions are
fulfilled:

The element's user name and password are one of the default user names
and passwords.

The element does not require authentication.

f. If you entered a password in the previous step, entered the password in the
Verify Password box.

g. In the Comment box, enter a brief description of the server. For example,
Server Used for Nightly Backups.

h. Click OK.

5. To start discovering elements on the network, click the Start Discovery button
on the IP Addresses tab.

The software discovers the IP addresses selected.
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During discovery, the following occurs:

n The software changes the status light from green to orange.
= You are shown the Log Messages page. To view the status of discovery, click
Discovery > View Logs.

Discovery is complete when the DISCOVERY COMPLETED message is displayed
in the Log Messages box.

Step B — Build the Topology

After you discover elements, the management server requires you build a topology
view, which is a graphical representation of port-level connectivity information.

Caution — The management server’s user interface may load slowly while the
topology is being recalculated. It may also take more time to log into the
management server during a topology recalculation.

To make the software aware of the devices on the network:

1. Click Discovery > Topology.

The discovered elements are selected.

2. Click the Get Topology button.
The management server obtains the topology for selected elements.

The Log Message page is displayed by the management server. After the
management server builds the topology, a link appears to take you to System
Explorer so you can verify the topology view. You can also access System
Explorer by clicking System Explorer in the left pane.

3. If you see errors in the topology, look at the log messages, which can provide an
indication of what went wrong. Look at Event Manager for additional
information. Access Event Manager by clicking the Event Manager button in the
left pane. To obtain troubleshooting information, see the “Troubleshooting
Topology Issues” on page 824.

If the topology for an element in your network changes, select the element and
click Get Topology in Discovery > Topology to updated the information.

The software obtains just enough information about where the element is
connected in the topology, for example a switch connected to a host.
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(Optional) Step C — View the Topology

Verify the topology is displayed correctly by accessing System Explorer.
To access System Explorer:
1. Click the System Explorer button in the left pane.

2. When you are asked if you want to trust the signed applet, click Always.

The Always option prevents this message from being displayed every time you
access System Explorer, Capacity Explorer, and Performance Explorer.

The elements are shown connected to each other in the topology.

If you see a question mark above a host, the management server cannot obtain
additional information about that element.

If a switch has more than one connection to an element, the number of
connections is displayed above the line linking the switch and the element. For
example, assume the number two is shown between a switch and a storage
system. This means the elements have two connections to each other. To view the
port details for the connection, right-click the element and select Show Port
Details from the menu. If the topology changes, you can update how the element
is viewed in the topology by selecting the element and clicking the Get Topology
for Selected button in the Get Topology for discovered elements page (Discovery
> Topology). The management server obtains just enough information about
where the element is connected in the topology, for example a switch connected
to a host.

The management server marks an element as “discovered” in the topology if the
management server discovers an element but it cannot obtain addition
information about it. To learn more about fixing discovered and/or disconnected
elements, see the topic, “Troubleshooting Topology Issues” on page 824.

Step D — Get Details

After you obtain the topology of the network, you should obtain detailed

information from the discovered elements. Get Details must be performed before
you can do provisioning and/or obtain provisioning information, such as data about
zone sets and LUN numbers. Clusters won’t be recognized until Get Details is
completed. Get Details must be run on all of the participating nodes of application
clusters.

Keep in mind the following:

m Running Get Details takes time. You might want to perform this process when the
network and the managed elements are not busy. To obtain a picture of device
connectivity quickly, click Get Topology on the Topology tab.
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m Reports show data from the last successful Get Details and report cache update.
When a scheduled Get Details finishes, the report cache refreshes automatically. If
you run Get Details manually, the report cache updates every 6 hours. For
information about refreshing the report cache, see “Refreshing a Report” on
page 526.

m During Get Details the data you see in the user interface is not updated until the
data collection is finished.

m During Get Details, the topology in System Explorer is recalculated. While the
topology is being recalculated, the loading of the user interface may be slow. It
may also take more time to log into the management server during a topology
recalculation.

m You can use discovery groups to break up Get Details. For example, instead of
running Get Details for all elements, you could specify only the elements in
Discovery Group 1. For more information, see “Using Discovery Groups” on
page 93.

m When an element in a discovery group is updated, its dependent elements are
also updated.

m If you want to monitor and manage backup servers, select Include backup
details. If you also want to manage and monitor the host itself, select Include
infrastructure details; otherwise, the host appears as a generic element in the
topology in System Explorer.

m If Get Details includes an AIX host, three SCSI errors (2 FSCSI error and 1 FCS
error) per IBM adapter port are displayed in the system log. You can ignore these
errors.

m You can quarantine elements to exclude them from Get Details. For example, if
you want to get information about all the elements in a discovery group except
for one, you can quarantine that element. For more information, see “Placing an
Element in Quarantine” on page 100.

m If a problem occurs with a host or SMI-S element during Get Details, the host or
element is automatically quarantined. To remove the element from quarantine,
see “Removing an Element from Quarantine” on page 100.

m If you want to receive status reports about Get Details, see “Configuring E-mail
Notification for Get Details” on page 814 for information about how to configure
this option.

To obtain details:
1. Click Discovery > Details in the upper-right corner.

2. Verify the Include backup details option is selected if you want to monitor and
manage backup applications in Protection Explorer.

3. Verify the Include infrastructure details option is selected. This option is
required to manage and monitor your elements not related to the backup
infrastructure.

4. Click the Get Details button.
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During Get Details, the software changes its status light from green to red. You
can view the progress of gathering details by clicking Discovery > View Logs.

When the Get Details is finished GETTING ALL DETAILS COMPLETED is
displayed on the View Logs page.

Step 2 — Setting Up Discovery for
Applications

Keep in mind the following when discovering applications:

m Make a list of the applications you want to monitor. Configure your applications
first as described in this section and then run discovery.

m You should have already installed a CIM extension on the hosts that have the
applications you want to discover. After you installed the CIM extension, you
should have already discovered the host. See “Step 1 — Discovering Your Hosts
and Backup Manager Hosts” on page 105.

You can configure the management server to monitor hosts and applications, such as
Oracle, Microsoft Exchange server, Caché, and Sybase Adaptive Server Enterprise, in
addition to Microsoft SQL servers and file servers. If you want to obtain detailed
information about the host and its applications, you must install a CIM extension on
the host, as described in the installation guide.

The following is an overview of what you need to do. It is assumed you have
already discovered the hosts running your applications.

See “Step 1 — Discovering Your Hosts and Backup Manager Hosts” on page 105,
then set up the configurations for your applications on the management server.
Some applications may require you to provide additional discovery information
about the application. Finally, perform discovery, map the elements in the topology,
and then run Get Details. Get Details takes some time. Perform this step when the
network is not busy. More details about the steps mentioned above are provided
later.

See the following topics for more information:

m “Monitoring Oracle” on page 114

“Monitoring Microsoft SQL Server” on page 123

“Monitoring Sybase Adaptive Server Enterprise” on page 134
“Monitoring Microsoft Exchange” on page 137

“Monitoring Caché” on page 140
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Creating Custom Passwords on Managed
Database Instances

Depending on the password policy, SQL Server 2005 may require that passwords be
alphanumeric. For this reason, a managed SQL Server 2005 database instance might
not accept the default managed database password (password) during
APPIQ_USER creation. A script is provided to input an alphanumeric password for
SQL Server 2005. For all other applications, this script is optional.

Because the management server uses a single password for managing all types of
databases, the script for specifying a custom password is provided for each managed
database type (SQLServer, Oracle, Sybase, and Caché). If the password is changed
on any managed database instance, you should run the respective custom password
scripts for each of the other managed database instances, and specify the same
password.

The script names for each database type are as follows:

TABLE 3-1  Script Names for Managed Databases

Database Type With Default Password With Custom Password

Oracle CreateOracleAct.sh (or .bat) or CreateOracleActWithCustomPwd.sh (or .bat) or
CRACCT.COM (for OpenVMS) CUSTACCT.COM (for OpenVMS)

SQL Server CreateSQLServerAct.bat CreateSQLServerActCustomPwd.bat

Sybase CreateSybaseAct.bat CreateSybaseActCustomPwd.bat

Caché 5.0.20 createCacheDB50User.sh (or .bat) createCacheDB50UserCustomPwd.sh (or .bat)

Caché 5.2 createCacheDBUser.sh (or .bat) or createCacheDBUserCustomPwd.sh (or .bat) or

and 2007.1 CRUSER.COM (for OpenVMS) CUSTUSER.COM (for OpenVMS)

After changing the password on all managed database instances, the password must
be changed on the management server. To change the password on the management
server:

1. Select Discovery > Setup.
2. Click the Applications tab.

3. Click Change Password in the Change Password for Managed Database
Account section.

4. Enter the password that was used for creating APPIQ_USER on the managed
database instances.
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Monitoring Oracle

To monitor and manage Oracle, you must do the following;:

m “Step A — Create the APPIQ_USER Account for Oracle” on page 115
m “Step B — Provide the TNS Listener Port” on page 118

m “Step C — Set up Discovery for Oracle 10g” on page 119

After you complete these steps, you must discover Oracle, and perform Get Details.
See “Step 3 — Discovering Applications” on page 151.

Keep in mind the following;:

m Before you begin these steps, make sure you purchased the module that lets you
monitor Oracle. Contact your customer support if you are unsure if you
purchased this module.

m By default discovery of Oracle is not supported through autoscan. To enable
autoscan, add the line - "oracleautoscan=true" in the Custom Properties
window from the Advanced page in Configuration > Product Health. Then,
click Advanced in the Disk Space tree. Auto scans are only supported for
Oracle 9i. To discover Oracle 10g instances, you must enter the application
information described “Step C — Set up Discovery for Oracle 10g” on page 119.

Step A — Create the APPIQ_USER Account for Oracle

The management server accesses Oracle through the APPIQ_USER account. This
account is created when you run the CreateOracleAct.bat script (on Microsoft
Windows) or CreateOracleAct.sh (on UNIX platforms) or CRACCT.COM (on
OpenVMS) on the computer running the Oracle database you want to monitor. The
account has create session and select dictionary privileges to be used with the
management server.

Note — To create the APPIQ_USER with a custom password, run
CreateOracleActWithCustomPwd.bat (on Microsoft Windows) or
CreateOracleActWithCustomPwd. sh (on UNIX platforms) or CUSTACCT .COM
(on OpenVMS). For more information, see “Creating Custom Passwords on
Managed Database Instances” on page 113.

Keep in mind the following:

m The CreateOracleAct.bat script must run under SYS user.

m Create the APPIQ_USER account on the Oracle Database you want to monitor,
not on the management server.

m You should have already installed the database for the management server.

m Verify that the instance TNS (Transparent Name Substrate) listener is running so
that the management server can find the Oracle installation and its instances. For
example, on Microsoft Windows 2000, you can determine if the instance TNS
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listener is running by looking in the Services window for
OracleOraHome92TNSListener. The name of the TNS listener might vary
according to your version of Oracle. See the Oracle documentation for
information about verifying if the instance TNS listener is running. You can also
verify the listener is running by entering the following at the command prompt:
Isnrctl status. If the listener is not running you can start it by typing Isnrctl start
on command line.

m When creating the APPIQ_USER account on an Oracle Real Application Cluster
(RAC) Database, this script should be run only once, on any one of the instances
of the Oracle RAC Database. Since all the instances of an Oracle RAC access the
same Database, it is sufficient to create the APPIQ_USER account on any one of
the instances.

m Make sure you have all the necessary information before you begin the
installation. Read through the following steps before you begin.

To create the Oracle user for the management server:

1. Do one of the following:
= To run the script on IBM AIX, SGI IRIX, HP-UX, Linux or Sun Solaris, log
into an account that has administrative privileges, mount the CIM extensions
CD-ROM (if not auto-mounted), and go to the /DBIQ/oracle/unix
directory by typing the following:
# cd /cdrom/DBIQ/oracle/unix
where /cdrom is the name of the directory where you mounted the CD-ROM.

= To run the script on Microsoft Windows, go to the DBIQ\oracle\win
directory on the CIM extensions CD-ROM.
= To run the script on OpenVMS:

Log into an account that has administrative privileges.

Mount the CIM Extensions CD-ROM (if not auto-mounted) using the following
command.
$ MOUNT /MEDIA=CDROM
/UNDEFINED_FAT:STREAM: 32767 /0OVERRIDE=IDENTIFICATION
DQBO

where DQBO is the CD-ROM drive.

Go to the directory containing the Oracle agent creation script using the
following command.
$ SET DEF DQBO:[OVMS.DBIQ.ORACLE]

2. Verify you have the password to the SYS user account.

You are prompted for the password for this user account when you run the script.

3. Run the CreateOracleAct.bat script (on Microsoft Windows) or
CreateOracleAct. sh script (on UNIX platforms) or CRACCT.COM (on
OpenVMS) on the computer with the Oracle database. On OpenVMS, run

116  Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



CRACCT.COM on the host using the following command.
$ @CRACCT.COM

The script creates a user with create session and select dictionary privilege on a
managed Oracle instance.

Note — You can use a remote Oracle client to run this script.

4. Specify the Oracle instance name, which must be visible to the client, as the first
input when running the script. The script prompts you for the name of the Oracle
instance on which to create the user for Oracle management packages and the
password of the SYS account.

You are asked to specify the default and temporary tablespaces for APPIQ_USER
during the installation. You can enter users as default and temp as temporary if
these tablespaces exist in the Oracle Instance.

5. Repeat the previous step for each Oracle instance you want to manage.
This script does the following in order:

n Creates the APPIQ_USER account.

» Grants create session and select on dictionary tables privileges to
APPIQ_USER, enabling the management server to view statistics for the Oracle
instances.

Removing the APPIQ_USER Account for Oracle

If you no longer want the management server to monitor an Oracle instance, you can
remove the APPIQ_USER account for that Oracle instance by running the
UninstallOracleAct.bat script (on Windows) or UninstallOracleAct.sh
script (on UNIX platforms) or RMACCT . COM (on OpenVMS).

Keep in mind the following:

m Before you remove the APPIQ_USER account for an Oracle instance, make sure
no processes are running APPIQ_USER for that Oracle instance. The management
server uses APPIQ_USER to obtain information about the Oracle database. For
example, a process would be using APPIQ_USER if someone was using
Performance Explorer to view monitoring statistics about that Oracle instance.
One of the ways to make sure APPIQ_USER is not being used is to temporarily
remove the host running Oracle (Discovery > Topology). After you removed the
APPIQ_USER account for Oracle, discover and perform Get Details for the host if
you want to continue monitoring it.

m If you receive a message about not being able to drop a user that is currently
connected while you are removing the APPIQ_USER account for Oracle, re-run
the script for removing APPIQ_USER.
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m When removing the APPIQ_USER account from an Oracle RAC Database, this
script should be run only once, on any one of the instances of the Oracle RAC
Database. Since all the instances of an Oracle RAC access the same Database, it is
sufficient to remove the APPIQ_USER account from any one of the instances.

To remove the APPIQ_USER account for that Oracle instance:

1. If you plan to remove the management software for Oracle from a UNIX
platform, do the following:

a. Log into an account that has administrative privileges.
b. Mount the CIM Extensions CD-ROM (if not auto-mounted).

c. Go to the /DBIQ/oracle/unix directory by typing the following:
# cd /cdrom/DBIQ/oracle/unix

where /cdrom is the name of the directory where you mounted the CD-ROM.

2. If you plan to remove the management software for Oracle from a computer
running Windows, go to the \DBIQ\oracle\win directory on the CD-ROM.

3. If you plan to remove the management software for Oracle from a computer
running OpenVMS do the following;:

a. Mount the CIM Extensions CD-ROM (if not auto-mounted) using the following
command:

$ MOUNT /MEDIA=CDROM
UNDEFINED FAT=STREAM:32767/OVERRIDE=IDENTIFICATION

DQOBO
where DQOBO is the CD-ROM drive.

b. Go to the directory containing the Oracle agent creation script using the
following command:

$ SET DEF DQBO:[OVMS.DBIQ.ORACLE]

4. Verify you have the password to the SYS user account.

You are prompted for the password for this user account when you run the script.

5. Run UninstallOracleAct.bat (on Windows) or
UninstallOracleAct.sh or RMACCT.COM ( on OpenVMS).

6. This script removes the management software for the specified Oracle instance.

Note — You can use a remote Oracle client to run this script.
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7. When you are asked for the Oracle instance name, enter the name of the Oracle
instance you do not want the management server to monitor. The name must be
visible to the client.

8. Provide the password for the SYS user account.

The APPIQ_USER account for the specified Oracle instance is removed. The
management server can no longer monitor that Oracle instance.

Step B — Provide the TNS Listener Port

If your Oracle instances use a different TNS Listener Port than 1521, change the port
as described in the following steps:

1. Select Discovery > Setup, then click the Applications tab.

The TNS Listener Port setting applies to all Oracle instances you monitor.
2. To assign a new port, click the Create button for the Oracle Information table.

3. Enter the new port number and click OK.

4. If necessary, click the T button to remove the old port number.

Caution — Monitoring Oracle 10g or Oracle clusters requires an additional step. If
you are not monitoring Oracle 10g or Oracle clusters, go to “Step 3 — Discovering
Applications” on page 151.

Step C — Set up Discovery for Oracle 10g

Note — If you are discovering an Oracle cluster, see “Discovering Oracle Real
Application Clusters (RAC)” on page 120.

Note — By default discovery of Oracle is not supported through auto scan. To enable
autoscan, add the line - "oracleautoscan=true" in the Custom Properties
window from the Advanced page in Configuration > Product Health. Then, click
Advanced in the Disk Space tree. Autoscans are only supported for Oracle 9i. To
discover Oracle 10g instances, you must enter the application information described
in the following procedure.

To monitor Oracle 10g, provide additional information as described in the following
steps:
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1. Select Discovery > Setup, then click the Applications tab.
2. Click the Create button for the Database Information table.

3. In the Host IP/DNS Name box, enter the IP address or DNS name of the host
running Oracle.
The Management IP/DNS Name box is optional.

4. In the Server Name box, enter the Oracle System Identifier (SID) of the Oracle
database you want to monitor.

5. In the Port Number box, enter the monitored port.

If you are not sure of the monitored port, check the 1istener.ora file of the
monitored database application. You can find the 1istener.ora file in the
following directory on the host of the monitored database. Do not look for the
listener.ora file on the management server for this information.

The port can be found in the following code:

LISTENER =

(DESCRIPTION_LIST =
(DESCRIPTION =
(ADDRESS_LIST

(ADDRESS = (PROTOCOL = TCP) (HOST = localhost) (PORT = 1521))
(ADDRESS = (PROTOCOL = IPC) (KEY = EXTPROCO))

)
6. Select ORACLE from the Database Type menu.
7. Click OK.

Discovering Oracle Real Application Clusters (RAC)

Since Oracle RAC is an active-active application cluster, one RAC instance can
provide information for the whole RAC. Regardless of the instance through which
the database is accessed, the same sets of tables are accessed. This includes the data
dictionary tables that are used to understand the logical and physical storage
organization of the Oracle RAC application.

Discovery of Oracle RAC Instances Using One Instance
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Because one RAC instance can provide information for the whole RAC, it is possible
to identify and discover all the instances in the Oracle RAC cluster from any one of
its instances. This means that the you can enter the application setup information for
one instance of the Oracle RAC, and the management server will automatically
discover the other instances, subject to certain conditions. The conditions to be
satisfied for discovering all the instances of Oracle RAC using application setup
information from one of its instances are as follows:

Only the Oracle RAC instances running on hosts already discovered and
identified as part of the same cluster will be discovered as part of the Oracle RAC
on the management server.

The management server is able to contact the hosts running Oracle RAC instances

using the short host name. The management server can be configured to access

the hosts running Oracle RAC instances using the short name in the following
ways:

= On the management server, add entries for each host running an Oracle RAC
instance in /etc/hosts (on UNIX platforms) or SWINDIR%\system32\
drivers\etc\hosts (on Windows).

s Add the domain of the host in the domain search list of the management server
under the search option of /etc/resolv.conf (on UNIX platforms) or
Append these DNS suffixes (in order) on the Advanced TCP/IP Settings >
DNS tab (on Windows).

The listener is configured on the same IP address that is used to discover the host.

For example, on the Application Setup page, the management IP address for the

application should be the same as the host IP address.

Typically, all the instances of Oracle RAC will be listening on the same TNS port

number. If this is not the case, the port numbers for the other instances should be

specified in the default port list in the Application Setup page. For example, if

SID1 is listening on TNS port LP1, and SID2 is listening on TNS port LP2, then it

is possible to automatically discover SID2, provided that TNS port LP2 is part of

the default port list in the Application Setup page.

To discover Oracle RAC:

Install the CIM extension on each node in the cluster.

If the cluster is not automatically discovered by the management server, create
the cluster using Cluster Manager. For more information about Cluster Manager,
see “Host and Application Clustering” on page 165.

Create the APPIQ_USER account on any one node in the cluster. See “Step A —
Create the APPIQ_USER Account for Oracle” on page 115.

Click Discovery > Setup, and discover the host for the first node by clicking the
Add Address button and providing the appropriate information for discovering
the host, as described in “Adding an IP Range for Scanning” on page 27.

Discover the first Oracle node as follows:

a. Select Discovery > Setup, and click the Applications tab.
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b. Click the Create button for the Database Information table.

c. In the Host IP/IDNS Name box, enter the IP address or DNS name of the host

running Oracle.

In the Management IP/DNS Name box, enter the IP address the listener is
listening on for the Oracle instance. The IP address can be a virtual IP or a host
IP. You can find the IP address in the 1istener.ora file for the monitored
database. You can find the 1istener.ora file in the following directory on
the host of the monitored database. Do not look for the 1istener.ora file on
the management server for this information.

$ORA HOME%$\network\admin\listener.ora (on Windows)

SORACLE HOME/network/admin/listener.ora (on UNIX platforms)

d. In the Server Name box, enter the Oracle System Identifier (SID) of the Oracle

database you want to monitor.

In the Port Number box, enter the monitored port.

If you are not sure of the monitored port, check the 1istener.ora file of the
monitored database application. You can find the 1istener.ora file in the
following directory on the host of the monitored database. Do not look for the
listener.ora file on the management server for this information.

Microsoft Windows:

%$ORA_HOME$%$\network\admin\listener.ora

Unix Platforms:

SORACLE_HOME/network/admin/listener.ora

The port can be found in the following code:

LISTENER =

(DESCRIPTION_LIST =

)

(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL
(ADDRESS = (PROTOCOL = IPC) (KEY = EXTPROCO))

TCP) (HOST = localhost) (PORT = 1521))

f. Select ORACLE from the Database Type menu.

g. Click OK.
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6. If the conditions described in the “Discovery of Oracle RAC Instances Using One
Instance” section are satisfied, then all the other instances in the Oracle RAC will
also be discovered, and the Oracle RAC application cluster will also be
constructed by the management server.

7. If the other instances of the Oracle RAC are not discovered in the previous step,
repeat steps 4 and 5 for each node in the cluster.

About Discovery of an Oracle RAC Application Cluster on a Host Cluster
Discovered Using Cluster Manager

When the underlying host cluster is not discovered, the management server will be
“Oracle RAC safe,” but not fully “Oracle RAC aware.” Each instance will show up as
a standalone Oracle application, and data will be collected for each instance
separately (even though both instances will return identical capacity data).
However, the management server does not explicitly identify and construct the
Oracle RAC application cluster. Also, when the underlying host cluster is not
discovered, other instances of the Oracle RAC cannot be discovered automatically as
described in the Discovery of Oracle RAC Instances Using One Instance section.

However, if you create the host cluster at a later point in time, subsequent discovery
of any instance in Oracle RAC will identify and construct the Oracle RAC
application cluster. The management server will shift to “Oracle RAC aware” mode
on top of the host cluster that you created.

Deleting Oracle Application Information

If you do not want the management server to monitor an Oracle instance, you can
remove its information, as described in the following steps:

1. Select Discovery > Setup, then click the Applications tab.

2. In the Database Information table, click the ﬁ button, corresponding to the
Oracle Application instance you do not want the management server to monitor.

3. Perform Get Details to make the management server aware of your changes.

Monitoring Microsoft SQL Server

Note — If you are planning to monitor Microsoft SQL Server clusters, see
“Monitoring Microsoft SQL Server Clusters” on page 131

To manage and monitor Microsoft SQL Servers, you must do the following:
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m “Step A — Create the appiq_user Account for the Microsoft SQL Server” on
page 124

m “Step B — Provide the Microsoft SQL Server Name and Port Number” on
page 128

Caution — Make sure the Microsoft SQL Server database is in “Mixed Mode
authentication.” To switch to mixed mode authentication, see “Switching to Mixed
Mode Authentication” on page 123.

Switching to Mixed Mode Authentication

Caution — Do not make security changes to your Microsoft SQL Server installation
unless you are familiar with the security requirements of your site.

Microsoft SQL Server must be running in Mixed Mode Authentication. You can
switch to Mixed Mode Authentication as follows:

Microsoft SQL Server 2000:

1. Open SQL Server Enterprise Manager (Start Menu > Programs > Microsoft
SQL Server > Enterprise Manager).

2. Expand the tree-control until you can see your server.

3. Right-click the server name and select Properties.

The SQL Server Properties (Configure) window appears.
4. Click the Security tab.
5. For “Authentication,” select SQL Server and Windows.

6. If the SQL instance is a clustered instance, make sure that the Startup Service
Account is that of a Domain Administrator account. If the SQL instance is not
clustered, make sure that the Startup Service Account is that of System Account.

Microsoft SQL Server 2005:

1. Open SQL Server Management Studio (Start Menu > Programs > Microsoft
SQL Server 2005 > SQLServer Management Studio).

2. Connect to the Microsoft SQL Server 2005 instance.

3. Right-click the server name and select Properties. The SQL Server Properties
(Configure) window is displayed.
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4. Select Security.

5. For “Server Authentication,” select SQL Server and Windows Authentication
Mode, and then click OK. You may be prompted to restart the SQL server.

6. Open SQL Server Configuration Manager (Start Menu > Programs > Microsoft
SQL Server 2005 > SQLServer Configuration Manager). Make sure that the
SQL instance is logged on with a Domain Administrator account if it is a
clustered instance and System Account if it is a non-clustered instance.

Step A — Create the appiq_user Account for the Microsoft
SQL Server

Microsoft SQL Server 2000:

The management server accesses Microsoft SQL Server through the appiq_user
account. This account is created when you run the CreateSQLServerAct.bat or
CreateSQLServerActCustom.bat script on the computer running the
Microsoft SQL Server database you want to monitor. This account has create session
and select dictionary privileges, which allow the management server to view
statistics for the Microsoft SQL Server.

Note — For more information about creating the appiq_user account with a custom
password, see “Creating Custom Passwords on Managed Database Instances” on
page 113.

Keep in mind the following;:

m The script must run under the SA user account. To verify that the SA account is
enabled, launch SQL Server’s Query Analyzer tool and attempt to connect to the
database as SA with the SA user’s password.

m Obtain the SQL Server name before you run the script

m You should have already installed the database for the management server.

m Make sure you have all the necessary information before you begin the
installation. Read through the following steps before you begin.

To create the appiq_user account for Microsoft SQL Server:

1. To run the script on Microsoft Windows, go to the DBIQ\sglserver\win
directory on the CIM Extensions CD-ROM.

Caution — You must complete the following steps.

2. Verify you have the password to the SA user account.

You are prompted for the password for this user account when you run the script.
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3. In a new command window, run the CreateSQLServerAct.bat script on the
computer with the SQL Server database.

Note — You can use a remote SQL Server isql to run this script.

4. The script prompts you for the name of the Microsoft SQL Server on which to
create the appiq_user account. If you are creating the account on a default
instance, enter the host name if the instance is non-clustered and the SQLNetwork
Name if the instance is clustered. If you are creating the account on a named
instance, enter the host name and the instance name as follows:

For a non-clustered instance:
<Host Name>\<Instance Name>
For a clustered instance:

<SQL Network Name>\<Instance Name>

5. If you are running the CreateSQLServerActCustom.bat script, you will be
prompted for a password for the appiq_user account. Provide a password that
meets the password policy criteria described in “Creating Custom Passwords on
Managed Database Instances” on page 113. If you are running the
CreateSQLServerAct.bat script, the default password (password) is
automatically used.

6. The script prompts you for the SA user password. Enter the password.

The appiq_user account is created.

7. To determine if the appiq_user account was added correctly to your Microsoft
SQL server:

a. Open SQL Server Enterprise Manager.

b. Expand the user interface for SQL Server Enterprise Manager, then expand the
specific SQL Server and select Security.

c. Double-click Logins and view the list of users authorized to access the SQL
Server.

d. Click the refresh button in SQL Server Enterprise Manager. If the appiq_user is
not listed, the management server is not able to discover the database.

8. To determine if the SQL Server is ready to accept connections from the
management server:

a. Connect to the SQL Server installation through Query Analyzer using the
account appig user and the password password.
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b. Create a sample ODBC datasource for the SQL Server installation using the
appiq_user account.

c. Click the Test button to test the datasource.

9. Repeat these steps for each Microsoft SQL Server 2000 instance you want to
manage.

Microsoft SQL Server 2005:

The management server accesses Microsoft SQL Server through the appiq_user
account. To create this account, run the CreateSQLServerActCustomPwd.bat
script on the computer running the Microsoft SQL Server database you want to
monitor. This account has create session and select dictionary privileges, which
allow the management server to view statistics for the Microsoft SQL Server.

Keep in mind the following;:

m The script must run under the SA user account. To verify that the SA account is
enabled, launch SQL Server’s Query Analyzer tool and attempt to connect to the
database as SA with the SA user’s password.

m Obtain the SQL Server name before you run the script

m You should have already installed the database for the management server.

m Make sure you have all the necessary information before you begin the
installation. Read through the following steps before you begin.

To create the appiq_user account for Microsoft SQL Server:

1. To run the script on Microsoft Windows, go to the DBIQ\sglserver\win
directory on the CIM Extensions CD-ROM.

Caution — You must complete the following steps.

2. Verify you have the password to the SA user account.

You are prompted for the password for this user account when you run the script.

3. In a new command window, run the CreateSQLServerActCustomPwd.bat
script on the computer with the SQL Server database.

Note — You can use a remote SQL Server isql to run this script.

4. The script prompts you for the name of the SQL Server on which to create the
appiq_user account. If you are creating the account on a default instance, enter
the host name if the instance is non-clustered and the SQLNetwork Name if the
instance is clustered. If you are creating the account on a named instance, enter
the host name and the instance name as follows:

For a non-clustered instance:
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<Host Name>\<Instance Name>
For a clustered instance:

<SQL Network Name>\<Instance Name>

5. The script prompts you for the password for the appiq_user account. Provide a
password that meets the password policy criteria described in “Creating Custom
Passwords on Managed Database Instances” on page 113.

6. The script prompts you for the SA user password. Enter the password.

The appiq_user account is created.
7. To determine if appiq_user was added correctly to your SQL server:
a. Open SQL Server Management Studio.

b. Expand the user interface for SQL Server Management Studio, and then
expand the specific SQL Server and select Security.

¢. Double-click Logins and view the list of users authorized to access the SQL
Server.

d. Click the Refresh button in SQL Server Management Studio. If the appiq_user
is not listed, the management server is not able to discover the database.

8. To determine if the SQL Server is ready to accept connections from the
management server:

a. Connect to the SQL Server installation through SQL Server Management
Studio using the appiq_user account and the password specified earlier.

b. Create a sample ODBC datasource for the SQL Server installation using the
appiq_user account.

c. Click the Test button to test the datasource.

9. Repeat these steps for each Microsoft SQL Server 2005 instance you want to
manage.

Step B — Provide the Microsoft SQL Server Name and Port
Number

The server name for the Microsoft SQL Server and port number for managing a SQL
database must be provided in the following steps:
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Caution — If you have name resolutions issues, your server may be discovered;
however, your applications will not be discovered. You can address the name
resolution issues by adding entries within the hosts file on the management server
for the systems in question.

When configuring the System Application Discovery Settings for SQL servers, the
following needs to be specified as described in the steps within this section:

Host IP/DNS Name: <IP Address>
Database Server: <SQL Server Name>
Port Number: <SQL Port #>

Database Type: SQLSERVER

To add information for discovering a SQL server:

1.
2.
3.

Select Discovery > Setup, then click the Applications tab.
Click the Create button for the Database Information table.

In the Host IP/DNS Name box, enter the IP address or DNS name of the host
running Microsoft SQL Server. You must provide the host name. You cannot use
localhost or parenthesis.

You can leave the Management IP/DNS Name box blank. This box is for Oracle
clusters. When you leave the Management IP/DNS Name box blank the
management server automatically lists the DNS name or IP address of the host
under the Host IP/DNS Name column and Management IP/DNS Name
column.

In the Database Server box, enter the SQL database server name you want to
monitor.

The SQL Server name is either the Windows system name (default) or the name
specified when the SQL server was installed. It is one of the following:

» The name specified at the time the SQL server was installed
s The Windows system name (Windows 2000)
s The local name (Windows 2003)

For example, if a Windows 2003 server called SQLTEST has an IP address of
192.168.2.10 with the default SQL port (1433) and shows the name of (local)
within SQL Enterprise Manager/SQL Server Management Studio, the correct
system application discovery settings on the management server would be the
following;:

= Host IP/DNS Name: 192.168.2.10
= Database Server: SQLTEST
s Port Number: 1433

= Database Type: SQLSERVER
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6. In the Port Number box, enter the port that SQL is using.

To determine the correct SQL Port Number that the SQL Server is using, follow
these steps:

Microsoft SQL Server 2000
a. Open SQL Server Enterprise Manager.

b. Expand the user interface for SQL Server Enterprise Manager, and then select
the specific SQL server. Right-click and then select Properties from the menu.

c. Click the Network Configurations button. On the General Tab, select the
TCP/IP entry under the Enabled Protocols section, then click the Properties
button.

d. The resulting window shows you the TCP/IP port your SQL server uses.
Provide this port number in the Port Number box on the management server.

Microsoft SQL Server 2005

a. Open SQL Server Configuration Manager.

b. Select the specific SQL Server 2005 Network Configuration entry for the SQL
Server 2005 instance.

c. Select the TCP/IP entry on the right pane, and then click the Properties right
click menu.

d. From the IP Addresses tab, obtain the Port Number configured for the
instance. Provide this port number in the Port Number box on the
management server.

7. Select SQLSERVER from the Database Type menu.
8. Click OK.

Caution — Perform Get Details for your inputs to take effect. See “Step 3 —
Discovering Applications” on page 151.

Removing the appiq_user Account for Microsoft SQL Server

Caution — Before you remove the appiq_user account for the SQL Server databases
on a host, make sure no processes are running appiq_user for that SQL Server
database. The management server uses appiq_user to obtain information about a
SQL Server database. One of the ways to make sure appiq_user is not being used is

130 Sun StorageTek™ Operations Manager 6.0 User Guide ¢ January 2008



to temporarily remove the host running SQL Server (Discovery > Topology). After
you removed the appiq_user account for SQL Server, discover and perform Get
Details for the host if you want to continue monitoring it.

To remove the appig_user account from the Microsoft SQL Server databases on a
host:

1. To run the script on Microsoft Windows, go to the DBIQ\sglserver\win
directory on the CIM Extensions CD-ROM.

Caution — You must complete the following steps.

2. Verify you have the password to the server administrator user account.

You are prompted for the password for this user account when you run the script.

3. Run the DropSQLServerAct.bat script on Microsoft Windows on the
computer with the SQL Server database.

4. Enter the name of the SQL Server server.

5. Enter the password for the server administrator account.

The account for appiq_user is removed. The management server can no longer
monitor the SQL Server databases on this host.

Deleting Microsoft SQL Server Information

If you do not want the management server to monitor a Microsoft SQL Server
instance, you can remove its information, as described in the following steps:

1. Select Discovery > Setup, then click the Applications tab.

2. In the Database Information table, click the ﬁ button, corresponding to the SQL
Server instance you do not want the management server to monitor.

3. Perform Get Details to make the management server aware of your changes.
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Monitoring Microsoft SQL Server Clusters

Caution — Make sure the Microsoft SQL Server cluster database is in “Mixed Mode
authentication.” To switch to mixed mode authentication, see “Switching to Mixed
Mode Authentication” on page 123.

To monitor and manage Microsoft SQL Server clusters:
1. Install CIM Extensions on each of the participating nodes.

2. Create the appiq_user account as described in “Step A — Create the appiq_user
Account for the Microsoft SQL Server” on page 124.

Note — This step needs to be run on any one of the participating host nodes of the
Microsoft SQL Server cluster.

3. Enter the server name and port number as described in “Provide the Microsoft
SQL Server Name and Port Number for a Cluster” on page 131.

Provide the Microsoft SQL Server Name and Port Number for a Cluster

The server name for the Microsoft SQL Server and port number for managing a
Microsoft SQL Server cluster database must be provided in the following steps:

Caution — If you have name resolutions issues, your server may be discovered;
however, your applications will not be discovered. You can address the name
resolution issues by adding entries within the hosts file on the management server
for the systems in question.

When configuring the System Application Discovery Settings for SQL servers, the
following needs to be specified as described in the steps within this section:

m Host IP/DNS Name: <IP Address>

m Database Server: <SQL Server Name>

m Port Number: <SQL Port #>

m Database Type: SQLSERVER

To add information for discovering a Microsoft SQL Server cluster:
1. Select Discovery > Setup, then click the Applications tab.

2. Click the Create button for the Database Information table.
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3. In the Host IP/DNS Name box, enter the IP address or DNS name of at least one
of the participating host nodes running Microsoft SQL Server cluster. You must
provide the host name. You cannot use localhost or parenthesis.

4. You can leave the Management IP/DNS Name box blank. When you leave the
Management IP/DNS Name box blank the management server automatically lists
the DNS name or IP address of the host under the Host IP/DNS Name column
and Management IP/DNS Name column.

5. In the Database Server box, enter the SQL database server name you want to
monitor.

The SQL Server name would be one of the following:

= The name specified at the time the SQL server was installed
s The Microsoft SQL Network Name (the default instance)

For example, if a Microsoft SQL Server cluster instance called SQLCLUSTER is
running on a 2 node Windows 2003 cluster (individual host node IP address
being 192.168.2.10 and 192.168.2.11) at the default SQL port (1433) and shows the
name of Microsoft SQL Network Name within SQL Enterprise Manager / SQL
Server Management Studio, the correct system application discovery settings on
the management server would be either of the following:

s Host IP/DNS Name: 192.168.2.10
= Database Server: SQLCLUSTER
s Port Number: 1433

» Database Type: SQLSERVER

Or

Host IP/DNS Name: 192.168.2.11
Database Server: SQLCLUSTER
Port Number: 1433

Database Type: SQLSERVER

]
]
]
]
6. In the Port Number box, enter the port that SQL is using.

To determine the correct SQL Port Number that the SQL Server is using, follow
these steps:

Microsoft SQL Server 2000 Cluster
a. Open SQL Server Enterprise Manager.

b. Expand the user interface for SQL Server Enterprise Manager, and then select
the specific SQL server. Right-click and then select Properties from the menu.

c. Click the Network Configurations button. On the General Tab, select the
TCP/IP entry under the Enabled Protocols section, then click the Properties
button.
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d. The resulting window shows you the TCP/IP port your SQL server uses.
Provide this port number in the Port Number box on the management server.

Microsoft SQL Server 2005 Cluster
a. Open SQL Server Configuration Manager.

b. Select the specific SQL Server 2005 Network Configuration entry for the SQL
Server 2005 instance.

c. Select the TCP/IP entry on the right pane, and then click the Properties right
click menu.

d. From the IP Addresses tab, obtain the Port Number configured for the
instance. Provide this port number in the Port Number box on the
management server. If Dynamic Ports are used, the Port Number is located
under IPAIl > TCP Dynamic Ports.

7. Select SQLSERVER from the Database Type menu.
8. Click OK.

Caution — Perform Get Details for your inputs to take effect. See “Step 3 —
Discovering Applications” on page 151.

Monitoring Sybase Adaptive Server Enterprise

If you want to monitor Sybase Adaptive Server Enterprise you must:
m Create APPIQ _USER account on the database for Sybase

m Provide the database server name and port number

m Discover the application.

The required drivers for Sybase Adapter Server Enterprise were automatically
installed along with the management server.
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Caution — Before you begin these steps, make sure you purchased Sybase IQ, which
is the module that lets you monitor Sybase Adaptive Server Enterprise. Contact your
customer support if you are unsure if you purchased this module.

Step A — Create the APPIQ_USER account for Sybase

The management server accesses Sybase through the APPIQ_USER account. This
account is created when you run the CreateSybaseAct .bat script on the
computer running the Sybase database you want to monitor. The account has create
session and select dictionary privileges to be used with the management server.

Note — To create the APPIQ_USER with a custom password, run
CreateSybaseActCustomPwd.bat. For more information, see “Creating Custom
Passwords on Managed Database Instances” on page 113.

Keep in mind the following;:

m The script must run under SA user.

Obtain the Sybase server name before you run the script

Create APPIQ_USER account on Sybase Database you want to monitor.
You should have already installed the database for the management server.
Make sure you have all the necessary information before you begin the
installation. Read through the following steps before you begin.

To create the APPIQ_USER account for the Sybase server:

1. Do one of the following:
= To run the script on IBM AlX, SGI IRIX, or Sun Solaris, log into an account
that has administrative privileges, mount the CIM Extensions CD-ROM (if not
auto-mounted), and go to the /DBIQ/sybase/unix directory by typing the
following;:

# cd /cdrom/cdrom0/DBIQ/sybase/unix
where /cdrom/cdrom0 is the name of the CD-ROM drive

= To run the script on Microsoft Windows, go to the \DBIQ\sybase\win
directory on the CIM Extensions CD-ROM.

Caution — You must complete the following steps.

2. Verify you have the password to the SA user account.

You are prompted for the password for this user account when you run the script.
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3. Run the CreateSybaseAct.bat script on the computer with the Sybase
database.

The script creates a user with login to master and select privilege on data
dictionary tables on a managed Sybase instance.

Note — You can use a remote Sybase isql to run this script.

4. Enter the Sybase instance name, which must be visible to the client, as the first
input when running the script. The script prompts you for the name of the sybase
server on which to create user for Sybase management packages and the
password of the SA account.

5. Repeat the previous step for each Sybase server you want to manage.
This script does the following in order:

m Creates the APPIQ_USER account.
= Grant create session and select on dictionary tables privileges to APPIQ_USER
enabling management server to view statistics for the Sybase server.

Removing the APPIQ_USER Account for Sybase

Caution — Before you remove the APPIQ_USER account for the Sybase databases
on a host, make sure no processes are running APPIQ_USER for that Sybase
database. The management server uses APPIQ_USER to obtain information about a
Sybase database. One of the ways to make sure APPIQ_USER is not being used is to
temporarily remove the host running Sybase (Discovery > Topology). After you
removed the APPIQ_USER account for Sybase, discover and perform Get Details for
the host if you want to continue monitoring it.

To remove the APPIQ_USER account for the Sybase databases on a host:

1. Do one of the following;:
s To run the script on IBM AIX, SGI IRIX, or Sun Solaris, log into an account that
has administrative privileges, mount the CD-ROM (if not auto-mounted), and
go to the /DBIQ/sybase/unix directory by typing the following;:

# cd /cdrom/cdrom0/DBIQ/sybase/unix
where /cdrom/cdromO is the name of the CD-ROM drive

» To run the script on Microsoft Windows, go to the \DBIQ\sybase\win
directory on the CD-ROM.
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Caution — You must complete the following steps.

Verify you have the password to the SA user account.

You are prompted for the password for this user account when you run the script.

Run the UninstallSybaseAct.bat script on the computer with the Sybase
database.

Enter the name of the Sybase server.

Enter the password for the SA account.

The account for APPIQ_USER is removed. The management server can no longer
monitor the Sybase databases on this host.

Step B — Provide the Sybase Server Name and Port Number

You must provide the Sybase server name and port number for managing the Sybase
database in the following steps:

To add information for discovering Sybase Adaptive Server Enterprise:

1.
2.

N o

Select Discovery > Setup, then click the Applications tab.
Click the Create button for the Database Information table.

In the Host IP/DNS Name box, enter the IP address or DNS name of the host
running Sybase.

You can leave the Management IP/DNS Name box blank. This box is for Oracle
clusters. When you leave the Management IP/DNS Name box blank the
management server automatically lists the DNS name or IP address of the host
under the Host IP/DNS Name column and Management IP/DNS Name

column.

In the Server Name box, enter the Sybase database you want to monitor.
In the Port Number box, enter the port that Sybase is using.

Select SYBASE from the Database Type menu.

Click OK.
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Caution — Perform Get Details for your inputs to take effect. See “Step 3 —
Discovering Applications” on page 151.

Deleting Sybase Information

If you do not want the management server to monitor a Sybase instance, you can
remove its information, as described in the following steps:

1. Select Discovery > Setup, then click the Applications tab.

2. In the Database Information table, click the m button, corresponding to the
Sybase instance you do not want the management server to monitor.

3. Perform Get Details to make the management server aware of your changes.

Monitoring Microsoft Exchange

Note — If you are planning to monitor Microsoft Exchange Clusters, see “Monitoring
Microsoft Exchange Failover Clusters” on page 140.

To monitor Microsoft Exchange, you must make the management server aware of
domain controller access. After information for controller access has been added,
discover Microsoft Exchange, map the topology and perform Get Details. To save
time, delay these steps until you have added the configurations for your other
applications and hosts.

To monitor Microsoft Exchange, you must:
m Add information for Microsoft Exchange Domain Controller Access
m Discover the application (“Step 3 — Discovering Applications” on page 151).

Adding Microsoft Exchange Domain Controller Access

Before adding a domain controller, note the following:

m The hosts should recognize the management server by name, because a reverse
look-up is required by both operating system security and Microsoft Exchange.
Make sure the domain controller, Exchange server host, and management server
are accessible to one other using the host name and the fully-qualified domain
name.
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m The user name you provide must be the Common Name (CN) of the Active
Directory User for accessing the Microsoft Exchange server. If you enter the
Windows user name and it is different from the CN, the management server will
not discover the Exchange instance.

To find the CN for a user on a domain controller server:
a. Install the ADSIEdit MMC snap-in if it is not installed.
b. Select Start > Run and enter adsiedit .msc.

c. When the snap-in opens, expand the DOMAIN directory and navigate to the
CN=Users folder to see the CN for each user in the Active Directory.

To provide information about your domain controllers:
1. Select Discovery > Setup, and then click the Applications tab.
2. In the Exchange Information section, click Create.
3. Click the Add New Domain Controller link.
a. In the Domain box, enter the domain name.

b. In the Domain Controller Name box, enter the fully qualified DNS name for
the domain controller.

¢. In the User Common Name box, enter the Common Name (CN) of the Active
Directory User for accessing the Microsoft Exchange server.

d. In the Domain Password box, enter the corresponding password for accessing
the Microsoft Exchange server.

e. In the Verify Password box, re-enter the password for verification.

4. Click Add.

The domain controller is added to the table.
5. Click OK.
6. Repeat these steps for each domain controller.

7. When all of your domain controllers are added, run wmiadap /f on the
Exchange Server to refresh the Exchange data.
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Caution — You must discover the host running Microsoft Exchange. See “Step 3 —
Discovering Applications” on page 151.

Editing a Microsoft Exchange Domain Controller

To provide information about your domain controllers:

1. Select Discovery > Setup, and then click the Applications tab.

2. Click the Edit button next to the Exchange domain controller you want to edit.

3. Enter a new User Common Name or Domain Password.

4. Click Edit.
The domain controller updates are added to the table.

Click OK.

Deleting a Microsoft Exchange Domain Controller
To delete all of the domain controllers of a particular domain:

1. Select Discovery > Setup, then click the Applications tab.

2. Click the Delete (ﬁ) button corresponding to the domain you want to remove.
3. Run Get Details for your changes to take effect.

To delete a particular domain controller in a domain:

1. Select Discovery > Setup, then click the Applications tab.

2. Identify the domain for the domain controller you want to remove, and click the

Edit (E‘.f?) button corresponding to that domain.

3. In the Edit window, click the Delete (ﬁ) button corresponding to the domain
controller you want to remove.

4. Run Get Details for your changes to take effect.

Monitoring Microsoft Exchange Failover Clusters

To monitor and manage Microsoft Exchange Failover Clusters:
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1. Install CIM Extensions on each of the participating nodes of Microsoft Exchange
Failover Cluster.

2. Add information for Microsoft Exchange Domain Controller Access. See “Adding
Microsoft Exchange Domain Controller Access” on page 138.

3. Perform Get Details on each of the participating nodes of the Exchange Cluster.

Monitoring Caché

To monitor Caché, you must do the following:

m “Step A — Import the Wrapper Class Definitions into the Caché Instance” on
page 140

m “Step B — Create APPIQ_USER Account on the Caché Instance” on page 145

m “Step C — Provide the Caché Instance Name and Port Number” on page 150

After you complete these steps, you must discover Caché. See “Step 3 — Discovering
Applications” on page 151.

Note — The required drivers for Caché were automatically installed along with the
management server.

Caution — Before you begin these steps, make sure you purchased Caché IQ, which
is the module that lets you monitor Caché. Contact your customer support if you are
unsure if you purchased this module.

Step A — Import the Wrapper Class Definitions into the
Caché Instance

To import the wrapper classes:
For Caché 5.0 (5.0.20 onwards)

1. Launch the Caché Explorer by right-clicking the Caché Cube icon in the system
tray area of the Windows toolbar and selecting Explorer.

2. Right click the Classes folder located at Namespaces > “%SYS” > Classes.

3. Select Import from disk.
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4. Browse the CIM Extension CD, select the wrapper xml file, and click Open.

s On IBM AIX, Linux, or HP-UX, log into an account that has administrative
privileges, and mount the CIM Extensions CD-ROM (if not auto-mounted). The
wrapper file is
/cdrom/DBIQ/cachedb/unix/cachedb50 sqglprojs.xml

where /cdrom is the name of the directory where you mounted the CD-ROM

= On Microsoft Windows, the wrapper file on the CIM Extensions CD-ROM is
\DBIQ\cachedb\win\cachedb50 sqglprojs.xml.

= When the Import Classes windows is displayed, click Options.

n Select the Classes tab, enable the Compile Class checkbox, and click OK.
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i Caché - Explorer Settings

Gereral i

— Inpt
¥ Canfirm on Ovensrite
v Confirm on Bestore
v Compile Class

— Hotpat

Esport Format:

ML =

— Dizplay
[~ Show System Claszes

ok Cancel

FIGURE 3-2 Enabling Compile Class

5. In the Import Classes pop-up window, select appiqg.cls, and click Import.
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il Import Class{es)

Filenarne;
|£cacheED21 frachedbB0sglprojz. xml

File Header:

Size: 7027 Bytes
Clate: Aug 17 2007 14:46:00

Optiong... |

Select Al Deselect All | Cancel |

|Impolting 1 item(z]

FIGURE 3-3 Selecting appiq.cls

For Caché 5.2 and Caché 2007.1

1. Launch the Caché System Management Portal by right-clicking the Caché Cube
icon in the system tray area of the Windows toolbar and selecting System
Management Portal.

2. Click the Classes link under Data Management.

3. On the Classes page, select the Namespaces radio button, and then select
%SYS.

4. Click Import.

5. Browse the CIM Extension CD, select the wrapper xml file, and click Open.

s On IBM AIX, Linux, or HP-UX, log into an account that has administrative
privileges, and mount the CIM Extensions CD-ROM (if not auto-mounted). The
wrapper file is
/cdrom/DBIQ/cachedb/unix/cachedb sglprojs.xml

where /cdrom is the name of the directory where you mounted the CD-ROM

= On Microsoft Windows, the wrapper file on the CIM Extensions CD-ROM is
\DBIQ\cachedb\win\cachedb_sqlprojs.xml.
= On OpenVMS:
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a. Log in as system and mount the CIM Extensions CD-ROM.

b. Copy the wrapper file (for example: DQBO: [OVMS.DBIQ.CACHE]
SQLPROJS . XML), where DQOBO is the CD-ROM drive, to any internal location
on the OpenVMS host.

For example, copy $DQOBO0: [OVMS.DBIQ.CACHE]SQLPROJS . XML
SDKAQO: [000000] SQLPROJS . XML

where DKAO is a local drive on the OpenVMS host.

c. Browse to $DKAO and specify SQLPROJS . XML within $DKAQ as the import
file.

6. After the file is opened, click Select All.

7. Select Check here to compile imported items, and click Import.
The wrapper class definitions are imported into the Caché %SYS namespace.

The following image shows an example of importing the wrapper class
definitions:
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Import Classes
Licensed to: Cache Evaluation

Home | About | Help | Logaout

Import classes into namespace 9R5YS:

Enter the path and name of the import file:

Open
Select items you wish to import from H:\cachedb_sqlprojs.xml:

SelectAll | UnselactAl | | Irpont |

[~ item [Eists] _Lost odiied |
¥ User.appiq.cls Yes | 2007-03-19 13:18:08

W Check here to compile imported items

IH.\:achedb_squrU]s aml Browse

After selecting a file, press Open to view the contents of the file:

(If an item already exists and you elect to import, then the import will overwrite the existing item. )

™ Check here to run import in the background - recommendad for importing large files

FIGURE 3-4 Importing Wrapper Class Definitions

FrF (=% Local intranat

Step B — Create APPIQ_USER Account on the Caché Instance

The management server accesses Caché through the APPIQ_USER account. This
account is created when you run the appropriate script (described below) on the
computer running the Caché database you want to monitor. You can execute these

scripts from the management server also.

This script creates APPIQROLE with execute permissions for the SQL projections
imported into the Caché managed instance, creates an APPIQ_USER account, and

assigns APPIQROLE to APPIQ_USER.

The script must run as the _SYSTEM user. You should enter the Caché server name,
the Super Server port number, and the password of the _SYSTEM user account as

arguments for the script.
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Note — If you are running Caché 5.2 or later, and the Caché instance was installed
using “Locked Down” security mode, see “Locked Down Security Mode” on
page 147 before creating the APPIQ_USER account.

To create APPIQ_USER for the Caché instance:

1. Do one of the following:
To create APPIQ_USER on the host:

s To run the script on IBM AIX, HP_UX, or Linux, log into an account that has
administrative privileges, mount the CD-ROM (if not auto-mounted), and go to
the
/DBIQ/cachedb/unix directory by entering the following:

# cd /cdrom/DBIQ/cachedb/unix

where /cdrom is the name of the directory where you mounted the CD-ROM .

» To run the script on Microsoft Windows, go to the DBIQ\cachedb\win
directory on the CD-ROM.

» To run the script on OpenVMS, log in as system, mount the CD-ROM drive,
and go to the [OVMS.DBIQ.CACHE] directory by entering the following:
SET DEF DQBO:[OVMS.DBIQ.CACHE]

Where DQBO is the name of the CD-ROM drive.

To remotely create APPIQ_USER on the Caché instance from the
management server:

» To run the script on Linux or Solaris, go to the /opt/<product
name>/install/cachedb/unix directory by entering the following;:
# cd opt/<product name>/install/cachedb/unix

» To run the script on Windows, go to the $MGR_DIST%\install\cachedb\
win directory

2. Verify you have the password to the _SYSTEM user account.

3. For Caché 5.0: run createCacheDB50User.bat (on Windows) or
createCacheDB50User. sh (on UNIX platforms) on the computer with the
CacheDatabase. To specify a custom password for the APPIQ_USER account, run
createCacheDB50UserCustomPwd.bat (on Windows) or
createCacheDB50UserCustomPwd. sh (on UNIX platforms) on the computer
with the CacheDatabase.

For later versions of Caché: run createCacheDBUser.bat (on Windows) or
createCacheDBUser. sh (on UNIX platforms) or CRUSER.COM (on OpenVMS)
on the computer with the CacheDatabase. To specify a custom password for the

Chapter 3 Discovering Applications, Backup Hosts and Hosts 147



$

APPIQ_USER account, run createCacheDBUserCustomPwd.bat (on
Windows) or createCacheDBUserCustomPwd. sh (on UNIX platforms) or
CUSTUSER.COM (on OpenVMS) on the computer with the CacheDatabase.

. Enter the Caché server name, the Super Server port number and the password of

the _SYSTEM user account as arguments for the script. If you are running the
custom password creation script, enter the custom password as the fourth
argument.

When invoking the scripts on OpenVMS, enclose the arguments in double quotes:

@CRUSER.COM "<host name>" "<super server port>" "<password for

_SYSTEM user>"

5.

Repeat the previous step for each Caché instance you want to manage.

Locked Down Security Mode

For Caché 5.2 and later versions, if the Caché instance was installed using “Locked
Down” security mode, the following steps must be carried out before creating the
APPIQ_USER account:

1.
2.

Launch the System Management Portal.

Click the Security Management link under System Administration.

. On the Security Management page, click Services.
. Click %Service_Bindings on the Services page.

. On the Edit definition for Service %Service_Bindings page:

a. Under Allowed Incoming Connections, click Add and enter the IP address of
the management server in the Explorer User Prompt window.

b. If the create APPIQ_USER scripts are being executed from the host on which
Caché instance is running, add the IP address of the host.

c. Click the Service Enabled checkbox on the Edit definition for Service
%Service_Bindings page.

d. Click Save.

. Click the Security Management link under System Administration in the

System Management portal.

. On the Security Management page, click the Users link .

. Click the Edit link for _SYSTEM user.
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9. On the Edit Definition for User _SYSTEM page, click the User Enabled checkbox
and enter a password for the _SYSTEM user in the Password and Confirm
Password boxes.

10. Click the Save button.

Once the APPIQ_USER has been created, the _SYSTEM user can be disabled from
the System Management portal.

Removing the APPIQ_USER Account from the Caché
Instance

If you no longer want the management server to monitor a Caché instance, you can
remove the APPIQ_USER account and APPIQROLE for that Caché instance by
running dropCacheDBUser.bat (on Windows) or dropCacheDBUser. sh (on
UNIX platforms) or DROPUSER.COM (on OpenVMS).

Before you remove the APPIQ_USER account from the Caché instances on a host,
make sure no processes are running APPIQ_USER for that Caché instance. The
management server uses APPIQ_USER to obtain information about a Caché
instance. One of the ways to make sure APPIQ_USER is not being used is to
temporarily remove the host running Caché (Discovery > Topology). After you
remove the APPIQ_USER account for Caché, discover and perform Get Details for
the host if you want to continue monitoring it.

For Caché 5.2 and later versions, if the Caché instance was installed using “Locked
Down” security mode, ensure that the _SYSTEM user has been enabled before trying
to remove the APPIQ_USER account. To ensure that the _SYSTEM user has been
enabled:

1. Launch the System Management Portal

2. Click the Security Management link under System Administration.
3. On the Security Management page, click the Users link.

4. Click the Edit link for _SYSTEM user.

5. On the Edit Definition for User _SYSTEM page, click the User Enabled checkbox
and enter a password for the _SYSTEM user in the Password and Confirm
Password fields.

6. Click Save.

Once the APPIQ_USER has been removed, the _SYSTEM user can be disabled
from the System Management portal. The %Service_Bindings service that was
enabled before creating the APPIQ_USER can also be disabled.
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To remove the APPIQ_USER account:

1. Do one of the following:
To remove the APPIQ_USER account from the host:

» To run the script on IBM AIX, HP_UX, or Linux, log into an account that has
administrative privileges, mount the CD-ROM (if not auto-mounted), and go to
the
/DBIQ/cachedb/unix directory by entering the following;:

# cd /cdrom/DBIQ/cachedb/unix

where /cdrom is the name of the directory where you mounted the CD-ROM

» To run the script on Microsoft Windows, go to the DBIQ\cachedb\win
directory on the CD-ROM.

s To run the script on OpenVMS, log in as system, mount the CD-ROM drive,
and go to the [OVMS.DBIQ.CACHE] directory by entering the following :
SET DEF DQBO:[OVMS.DBIQ.CACHE]

Where DQBO is the name of the CD-ROM drive.

To remotely remove the APPIQ_USER account from the Caché instance
from the management server:

» To run the script on or Solaris, go to the /opt/<product
name>/install/cachedb/unix directory by entering the following;:
# cd opt/<product name>/install/cachedb/unix

s To run the script on Windows, go to the $MGR_DIST%\install\cachedb\
win directory

2. Verify you have the password to the _SYSTEM user account.

3. For Caché 5.0, run dropCacheDB50User.bat (on Windows) or
dropCacheDB50User. sh (on UNIX platforms) on the computer with the
CacheDatabase. For later versions of Caché, run dropCacheDBUser.bat (on
Windows) or dropCacheDBUser. sh (on UNIX platforms), or DROPUSER.COM
(on OpenVMS) on the computer with the CacheDatabase.

4. Enter the Caché server name, the Super Server port number and the password of

the _SYSTEM user account as arguments for the script.

When invoking the scripts on OpenVMS, enclose the arguments in double quotes:

$ @DROPUSER.COM "<host name>" "<super server port>" "<password for
_SYSTEM user>

5. Repeat the previous step for each Caché instance you want to manage.

After deleting the APPIQ_USER account from the Caché instance, you can also
delete the wrapper class definitions.
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For Caché 5.0 (5.0.20 onwards)
1. Launch the Caché Explorer.

2. Click the Classes folder located at Namespaces > “%SYS” > Classes. Right-
click the User.appigqg class, and select Delete.

3. The Confirm Deletion window displays. Click Yes.

For Caché 5.2 and Caché 2007.1

1. Launch the Caché System Management Portal.

2. Click the Classes link under Data Management.

3. On the Classes page, select the Namespaces radio button, and then click %SYS.
4. Click Delete.

5. Enter User.appiqg.cls in the Enter search mask box, and click Search.

6. Select User.appiqg.cls, and click Delete.

Step C — Provide the Caché Instance Name and Port Number

To provide the Caché instance name and SuperServer port number for managing the
Caché instance:

1. Select Discovery > Setup, then click the Applications tab.
2. Click the Create button for the Database Information table.

3. In the Host IP/DNS Name box, enter the IP address or DNS name of the host
running Caché.

4. You can leave the Management IP/DNS Name box blank. This box is for clusters.
When you leave the Management IP/DNS Name box blank the management
server automatically lists the DNS name or IP address of the host under the Host
IP/DNS Name column and Management IP/DNS Name column.

In the Database Server box, enter the Caché instance name you want to monitor.
In the Port Number box, enter the SuperServer port that Caché is using.

Select Cache from the Database Type menu.

® N o U

Click OK.
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Caution — Perform Get Details for your inputs to take effect. See “Step 3 —
Discovering Applications” on page 151.

Deleting Caché Information

If you do not want the management server to monitor a Caché instance, you can
remove its information, as described in the following steps:

1. Select Discovery > Setup, then click the Applications tab.

2. In the Database Information table, click the m button corresponding to the Caché
instance you do not want the management server to monitor.

3. Perform Get Details to make the management server aware of your changes.

Step 3 — Discovering Applications

This step assumes you have already discovered your hosts and provided discovery

information for your applications. To discover an application, do the following;

m Detect the application (“Step A — Detect Your Applications” on page 152)

m Obtain topology information about the application (“Step B — Obtain the
Topology” on page 152)

m Perform Get Details (“Step C — Run Get Details” on page 153)

Keep in mind the following;:

m This section assumes you have already set up the discovery configurations for
your applications as described in “Step 2 — Setting Up Discovery for
Applications” on page 112.

m If you used a custom password for the APPIQ_USER account, you must change
the password on the management server before performing Get Details. See
“Creating Custom Passwords on Managed Database Instances” on page 113.

m If DNS records for your Microsoft Exchange servers are outdated or missing, the
discovery of Microsoft Exchange may fail because Microsoft Exchange is
dependant on Active Directory, which is dependant on DNS. Since Active
Directory is dependant on DNS, Active Directory replication and Active Directory
lookups may fail or contain errors if DNS records are not accurate.

m The management server is unable to discover Oracle on a Windows host if the
host is on a private network behind a Windows proxy. The management server
can discover the Windows host through the Windows proxy, but the management
server is not able to detect Oracle.
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Discovery consists of three steps:

m Setting up — Finding the elements on the network.
m Topology — Mapping the elements in the topology.
m Details — Obtaining detailed element information.

Step A — Detect Your Applications

To make the software aware of the applications on the network:

1. Click Discovery > Setup.

2. To start discovering elements on the network, click the Start Discovery button
on the IP Addresses tab.
The software discovers the IP addresses selected.
During discovery, the following occurs:

» The software changes the status light from green to orange.
s The Log Messages page is displayed. To view the status of discovery, click
Discovery > View Logs.

The DISCOVERY COMPLETED message is displayed in the Log Messages box
when Discovery is complete.

Keep in mind the following;:

s If DNS records for your Microsoft Exchange Servers are outdated or missing,
the discovery of Microsoft Exchange may fail because Microsoft Exchange is
dependant on Active Directory, which is dependant on DNS. Since Active
Directory is dependant on DNS, Active Directory replication and Active
Directory lookups may fail or contain errors if DNS records are not accurate.

s If you are having problems discovering an element, see “Troubleshooting
Discovery and Get Details” on page 812.

Step B — Obtain the Topology

The user interface may load slowly while the topology is being recalculated. It may
also take more time to log into the management server during a topology
recalculation.

To obtain the topology:
1. Click Discovery > Topology.

The discovered elements are selected.

2. Click the Get Topology button.
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The management server obtains the topology for selected elements.

3. Select the discovery group from which you want to obtain the topology. If you are
obtaining the topology for hosts for the first time, make sure All Discovery
Groups is selected.

You can use discovery groups to break up getting the topology or getting details.
For example, instead of obtaining the topology for all of the elements, you could
specify that the management server gets the topology for only the elements in
Discovery Group 1, thus, saving you time. You add an element to a discovery
group by modifying the properties used to discover the element. See “Modifying
the Properties of a Discovered Address” on page 90.

4. If you see errors in the topology, look at the log messages, which can provide an
indication of what went wrong. Look at Event Manager for additional
information. Access Event Manager by clicking the Event Manager button in the
left pane. To obtain troubleshooting information, see the “Troubleshooting
Topology Issues” on page 824.

If the topology for an element in your network changes, select the element and
click Get Topology in Discovery > Topology to updated the information.

The software obtains just enough information about where the element is
connected in the topology, for example a switch connected to a host.

Step C — Run Get Details

Obtain detailed information from the discovered applications as described in this
section.

Keep in mind the following:

m Get Details takes some time. You might want to perform this process when the
network and the managed elements are not busy.

m During Get Details the topology is recalculated. While the topology is being
recalculated, the loading of the user interface may be slow. It may also take more
time to log into the management server during a topology recalculation.

m To obtain a picture of device connectivity quickly, click the Get Topology button
on the Topology tab.

m When you do Get Details that includes an AIX host, three SCSI errors (2 FSCSI
error and 1 FCS error) per IBM adapter port are displayed in the system log. You
can ignore these errors.

m You can quarantine elements to exclude them from Get Details. See “Placing an
Element in Quarantine” on page 100 for more information. Let us assume you
want to discover all the elements in a discovery group, except for one. Perhaps
the element you want to quarantine is being taken off the network for
maintenance. You can use the quarantine feature to exclude one or more elements
from discovery.
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m If the management server is unable to obtain information from an element during
Get Details as a result of a CIM extension failure, the management server places
the access point where the CIM extension is located in quarantine. The
management server then moves onto getting details for the next element in the
Get Details table. These elements appear as missing until they are removed from
quarantine. See “Removing an Element from Quarantine” on page 100 for
information on how to remove an element from quarantine.

To obtain details:
1. Select Discovery > Details.

2. Select the discovery group from which you want to Get Details. If you are
obtaining Get Details for hosts for the first time, make sure All Discovery
Groups is selected.

You can use discovery groups to break up getting the topology or Get Details. For
example, instead of Get Details for all of the elements, you could specify that the
management server gets the element details for only the elements in Discovery
Group 1, thus, saving you time. You add an element to a discovery group by
modifying the properties used to discover the element. See “Modifying the
Properties of a Discovered Address” on page 90.

3. Click Get Details.

During Get Details, the software changes its status light from green to red. You
can view the progress of gathering details by clicking Discovery > View Logs.

The DISCOVERY COMPLETED message is displayed in the Log Messages box
when Discovery is complete.

Caution — If the management server cannot communicate with an application, it
labels the application as “Discovered”. The management server could find the
application, but it could not obtain additional information about it.

4. See “Adding a Discovery Schedule” in the User Guide for information about
automating the gathering of Get Details. If you run into problems with discovery,
see “Troubleshooting” on page 793.

Changing the Oracle TNS Listener Port

The software uses port 1521 by default to communicate with the TNS Listener
service on the Oracle server. If your port is different or you use multiple ports, you
can assign a new port number.
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Caution — The hosts should recognize the management server by name, as a reverse
look-up is required by operating system security as well as the Oracle Transparent
Name Substrate (TNS).

To change this port number or to add ports:

1.
2.
3.

4.
5.

Select Discovery > Setup, then click the Applications tab.
To assign a new port, click the Create button for the Oracle Information table.

Enter the new port number and click OK.

If necessary, click the m button to remove the old port number.

Verify all elements have been discovered by clicking the Start Discovery button.

See “Troubleshooting Discovery and Get Details” on page 812 for more information.

Changing the Password for the Managed
Database Account

The management server connects to database applications through the use of the
APPIQ_USER account, an unprivileged account with read-only privileges. You can
change the password the management server uses to connect to database
applications, such as Oracle and Sybase. When you change the password of
APPIQ_USER, you must change the password of all database applications.

Keep in mind the following;:

Change the password in all database applications before you change the
password through the user interface. The passwords must also match.
You must enter a password in the Password and Verify Password boxes.

To change the password:

1.
2.
3.

Select Discovery > Setup, then click the Applications tab.
Click the Change Password button.

Verify you have already changed the password of the databases listed on this
page.

. Enter a new password in the Password box.
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The management server requires the password to have the following
characteristics:

a minimum of three characters

starts with a letter

contains only letters, numbers and underscores (_)
does not start or end with an underscore (_)

. Re—enter the password in the Verify Password box.
. Click OK.

. Verify that the management server can access the database applications by
clicking the Test button for each database application.
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CHAPTER 4

Installing and Discovering the
Windows Proxy

This chapter describes the following:

“Installing the Windows Proxy” on page 160

“Discovering the Windows Proxy” on page 161
“Configuring Windows Proxy Authentication” on page 162
“Decreasing the Maximum Java Heap Size” on page 163
“Removing the Windows Proxy” on page 164

The Windows Proxy is required when the management server is on Sun Solaris or
Linux and you want to obtain information from Microsoft Windows hosts that do
not have a CIM extension installed. First, install the Windows Proxy as described in
“Installing the Windows Proxy” on page 160. Then, discover the Windows Proxy as
described in “Discovering the Windows Proxy” on page 161.

Keep in mind the following;:

File Server SRM will not work if the hosts behind the Windows proxy are on a
private network. If you want to use File Server SRM and your license lets you use
this functionality, the Windows hosts cannot be on a private network.

File Server SRM will also not work if the Windows proxy and the management
server do not have network connectivity.

The management server is unable to discover a database on a Windows host if the
host is on a private network behind a Windows proxy. The management server
can discover the Windows host through the Windows proxy, but the management
server is not able to detect the database.

If you run into problems with starting the Windows proxy, decrease the
maximum Java heap size, as described in “Decreasing the Maximum Java Heap
Size” on page 163.

When the Windows proxy is installed on a new server, the Windows hosts must
be re-discovered.
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Installing the Windows Proxy

Caution — If you are upgrading the Windows proxy, you can install the latest
version of the Windows Proxy over the previous version.

To install the Windows proxy:

1. Insert the Utilities CD-ROM, go to the Windows directory and then double-click
InstallWindowsProxy.exe.

2. When you see the introduction screen, click Next.

3. When you are asked for an installation directory, you can select the default or
choose your own. To choose your own directory, click the Choose button. You
can always display the default directory by clicking the Restore Default Folder
button. When you are done, click Next.

4. Read the important notes. Then, click Next.

5. Check the pre-installation summary. You are shown the following:
» Product Name
= Installation Folder
» Disk Space Required
s Disk Space Available

6. Do one of the following:
» Click Install if you agree with the pre-installation summary.
n Click Previous if you want to modify your selections.

The Windows Proxy is installed.

7. When you have been told the installation has been successful, click Done to quit
the installation.

Caution — Keep in mind that the Windows Proxy automatically starts when the
system is restarted. The management server can only obtain information from the
Windows hosts when the Windows Proxy (AppStorWinProxy service) is running.

8. If the Windows host running the Windows proxy has a private and a public
network interface, you must modify the winproxy.conf file.

9. Discover the Windows proxy as described in the topic, “Discovering the
Windows Proxy” on page 161.
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Discovering the Windows Proxy

Caution — Install the Windows proxy before you try the following steps.

Keep in mind the following;:

m Install the Windows proxy before you try the following steps.

m The recommended workaround for entering an IP address into the discovery list
as well as the Windows Proxy list is to use IP address in one user interface and
DNS name in the other.

To discover a Windows proxy:
1. Select Discovery > Setup on the management server.
2. Click the Windows Proxy tab.

3. Enter the following information for the Windows proxy:

Caution — A primary key violation error is displayed when you have the same IP
address or DNS name listed in both the Discovery list (Discovery > Setup) and in
the Windows Proxy list. If you have already entered the IP address for a host into
the discovery list (Discovery > Setup), provide its DNS name in the Windows
Proxy list. Likewise, if the DNS name for a host is listed in the Discovery list,
provide its IP address in the Windows Proxy list.

» |IP Address/DNS Name - The IP address or DNS name used to access the host
running the Windows proxy.

= User Name - The user name of an account used to access the host running the
Windows proxy.

= Password - The password of an account used to access the host running the
Windows proxy.

= Verify Password

4. Click OK.
5. Click the IP Addresses tab.

6. Add the hosts and applications as described in the topic, “Discovering
Applications, Backup Hosts and Hosts” on page 105.

7. Click Start Discovery if you have already added your hosts and applications for
discovery.
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Configuring Windows Proxy
Authentication

To discover the Windows proxy, the management server requires by default the
password and user name of the administrator's account of the host. If you do not
want to use the administrator's password for discovery, you can modify the
winproxy.conf file so that another user name and password can be used. The
following options are available to you:

m Create another Windows account for the host - You can provide a user name
and password other than the administrator's for discovery. Just create a Windows
account for the host. You must then set the following properties in the

[install directory]\WindowsProxy\winproxy.conf file to true:
winproxy.allowAllWindowsUsers and
winproxy.authenticateWindowsUsers. After you modify the
winproxy.conf file, you must restart the AppStorWinProxy service, which is
the service for the Windows proxy. Refer to the following example:

wrapper.java.additional.7=-
Dwinproxy.authenticateWindowsUsers=true

wrapper.java.additional.#=-Dwinproxy.allowAllWindowsUsers=
true

where # is the next consecutive number in the list of properties, for example
wrapper.java.additional.7. This number can change based on the number
of properties under # Java Additional Parameters in the
winproxy.conf file.

m Create a user name and password in the winproxy.conf file - If you do not
want to use Windows authentication to create another user account, you can set a
user name and password in the winproxy.conf file. Although this user name
and password can be used to discover the Windows proxy, it cannot be used to
log into the host running the Windows proxy. See the following steps for more
information on how to set a user name and password in the winproxy.conf

file.
To set a user name and password in the winproxy.conf file:

1. Openthe [install directory]\WindowsProxy\winproxy.conf fileina
text editor, such as Notepad.

2. Add the following underlined examples after the last line in put in the application
parameters as follows:

# Application parameters. Add parameters as needed starting from 1

wrapper.app.parameter.l=com.appidg.cxws.main.WmiMain
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wrapper.app.parameter.2=-reloading

wrapper.app.parameter.3=-u

wrapper.a .parameter.4=username

wrapper.app.parameter.5=-p

wra er .a .parameter.b6=password
where

= username is the name of the user account
» password is the password for the user account

The numbering must be consecutive. For example, if the last line in #
Application Parameters ends at 2 you must number the code as follows:

wrapper .app .parameter.3=-u
wrapper.app.parameter.4=username
wrapper .app .parameter.5=-p
wrapper .app.parameter.6=password

where

m username is the name of the user account

» password is the password for the user account

3. Restart the AppStorWinProxy service, which is the service for the Windows
proxy.

Decreasing the Maximum Java Heap
Size

If you run into problems with starting the Windows proxy on Windows XP, decrease
the maximum Java heap size for the Windows proxy as follows:

1. Open the [install directory]\WindowsProxy\winproxy.conf ina
text editor, such as Notepad.

2. Change the value of the wrapper.java.maxmemory property from 1024 to
512 MB, as shown in the following example:

wrapper.java.maxmemory=512
3. Save the winproxy.conf file.

4. Restart the AppStorWinProxy service, which is the service for the Windows
proxy.
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Removing the Windows Proxy

To remove the Windows proxy:

1.
2.
3.

I

Go to the Control Panel in Microsoft Windows.
Double-click Add or Remove Programs.

From the Currently installed programs list, select SUN Windows Proxy.

. Click the Change/Remove button.

5. When you are told the product is about to be uninstalled, click Uninstall.

. When the program is done with removing the product, click Done.

. It is highly recommended you reboot the host.
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CHAPTER 5

Host and Application Clustering

This chapter contains the following topics:

m “About Clustering” on page 165

“Discovering Clusters” on page 165
“Clustering in System Explorer” on page 169
“Clustering in Topology” on page 171
“Clustering in Capacity Manager” on page 172

About Clustering

The management server provides full support for managing clusters. Cluster
support includes the following features:

m Clusters are recognized as managed elements.

System Explorer supports clusters in all areas.

The element topology shows which shared resources an application instance uses.
Cluster capacity utilization is accurately reported.

Capacity utilization trending is provided for applications running on clusters.

The management server supports automatic discovery of several popular cluster
servers, and allows management of other clusters through Cluster Manager.

Discovering Clusters

The following cluster services support automatic discovery:
m Microsoft Cluster Services (MSCS) on Windows 2003
m Veritas Clusters on Solaris
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Cluster services that don’t support automatic discovery can be discovered manually
by using Cluster Manager. See “Manual Discovery of Host Clusters” on page 167.

The following application clusters are supported:

m Oracle Real Application Clusters (RAC)

m Microsoft Exchange 2000/2003 FailOver Clusters and 2007 Single Copy Cluster
(SCC)

m Microsoft SQL Server 2000 and 2005

For information about discovering application clusters, see “Discovering
Applications, Backup Hosts and Hosts” on page 105.

Refer to the support matrix for a complete list of supported configurations. The
support matrix is accessible from the Documentation Center (Help >
Documentation Center).

Automatic Discovery of Host Clusters

MSCS on Windows 2003 and Veritas Clusters on Solaris support automatic
discovery. To discover hosts using either of these cluster services:

8. Discover your hosts and applications as described in “Discovering Applications,
Backup Hosts and Hosts” on page 105. The clusters are automatically recognized
by the management server.

Note — The following optional steps describe how to select a preferred host from
which shared resource capacity data will be collected.

9. Optional: Access Cluster Manager by right-clicking a cluster in System Explorer
and selecting Edit Cluster. The Cluster Manager Overview page is displayed.
Click Next.

10. Optional: Cluster Manager Step 2 (Select Preferred Host for Cluster Shared
Resources) is displayed. Select a preferred host for each of the cluster shared
resources. Keeping the default selection of “None” will result in shared resource
capacity data being collected from an available active host that shares the
resource. Choosing a particular active host results in the specified host being used
for data collection. If the specified host becomes unavailable, an available active
host is used for data collection.

Specify the preferred host for individual cluster shared resources. If a resource is
not shared by the preferred host selection, the preferred host menu for that
shared resource will continue to display the previous selection.

When you have finished specifying preferred hosts, click Finish.
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Manual Discovery of Host Clusters

If you are using a cluster service that doesn’t support automatic discovery, you must
manually create your clusters. For the list of cluster services that support automatic
discovery, see “Discovering Clusters” on page 165.

Note — In some environments, using Cluster Manager to manually create a cluster
with NetApp hosts may result in unsuccessful or incomplete cluster creation.

To manually discover clusters:

1. Discover your hosts and applications as described in “Discovering Applications,
Backup Hosts and Hosts” on page 105.

2. Access Cluster Manager by right-clicking a host in System Explorer and selecting
Build Cluster. The Cluster Manager Overview page is displayed. Click Next.

3. Cluster Manager Step 2 (Specify Cluster Properties and Cluster Members) is
displayed. Follow these steps to specify the cluster properties and cluster
members:

a. In the Cluster Properties section, specify the cluster name, cluster server, and
cluster virtual IP.

b. In the Available Hosts section, select the hosts to add to the Cluster Members
table. If desired, use the filter to assist in the selection of hosts. For details
about the filtering functionality, see “Filtering Hosts” on page 168.

You may also use the Select Related Hosts button to facilitate the selection of
hosts. Select a host in the table, and click Select Related Hosts to
automatically select any related hosts.

c. After you have selected the hosts that you would like to add to the cluster,
click Add Selected Hosts to Cluster. The selected hosts are added to the
Cluster Members table.

d. Click Next.

4. Cluster Manager Step 3 (Specify Cluster Shared Resources) is displayed. Select
Automatic or Manual. If you select Automatic, click Display Cluster Shared
Resources, and the table at the bottom of the page is automatically populated.
If you select Manual discovery, follow these steps:

a. Enter a name in the Cluster Shared Resource Name box.
b. Select a resource type from the Resource Type menu. The menu includes the

following resource types:
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Logical Disk

Disk Partition

Volume Manager Volume
Disk Drive

c. Select the relevant resource for each cluster host, and click Save Selections
as Cluster Shared Resource. The selections are added to the Cluster Shared
Resources table.

d. Repeat steps a through c for each shared resource in the cluster.

e. Click Next.

. Cluster Manager Step 4 (Select Preferred Hosts for Cluster Shared Resources) is

displayed. Select a preferred host for each of the cluster shared resources. Shared
resource capacity data will be collected from the specified node. Selecting “None”
will result in no information being collected about the cluster shared resource.

Specify the preferred host for individual cluster shared resources. If a resource is
not shared by the preferred host selection, the preferred host menu for that
shared resource will continue to display the previous selection.

When you have finished specifying preferred hosts, click Finish.

Filtering Hosts

The Available Hosts table on Cluster Manager Step 2 (Specify Cluster Properties and
Cluster Members) allows you to filter the list of hosts displayed. To filter the list of
hosts:

1.

QT ~ W N

Click the + Filter link to display the filtering options.

If the volume filter is already displayed, the - Filter link is shown instead, which
will collapse the filtering options.

. Enter all or part of a volume name in the Name Contains box.
. Select an operating system from the Operating System menu.
. Enter all or part of a vendor name in the Vendor Contains box.

. Enter a number in the Processors (>=) box.

Hosts with at least as many processors as specified will display in the table.

. Enter a number in the HBAs (>=) box.

Hosts with at least as many HBAs as specified will display in the table.
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7. Enter a number in the Ports (>=) box.

Hosts with at least as many ports as specified will display in the table.

8. Click Filter.
The table is updated to display only the elements that meet the filter criteria.

Note — To reset the filter criteria, click Reset.

File Servers and Clusters

If you have marked a host as a file server and you move it into or out of a cluster,
you must remove the file server data from the host and then re-mark it as a file
server. To remove the file server data from the host and re-mark it as a file server:

1. Select Configuration > File SRM.

2. Verify that the File Servers tab is displayed.

3. Select the file servers you want to remove, and then click Delete.

4. Click Add File Server.

5. Click the check boxes for the hosts that you would like to mark as file servers.

6. Click OK.
The hosts are marked as file servers, and you are returned to the File Servers
tab.

7. After removing the file server data from the host and then re-marking it as a file
server, you must rescan the cluster member nodes and the cluster nodes. If a
rescan is not completed, incorrect data may be displayed.

Clustering in System Explorer

System Explorer has been enhanced to seamlessly support clusters in all areas. You
can view connectivity information from all levels on a single canvas — from
applications running on clusters, to the storage array spindles that share volumes for
all the nodes of a cluster.

For detailed information about System Explorer, see “Viewing Element Topology
and Properties” on page 307.
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The following figure shows how clusters are displayed in System Explorer. Note that
the tree nodes on the List tab reflect the structure of the clusters.

In this figure, the box on the left of the topology canvas shows a cluster with two
hosts, and the box on the right shows a cluster with four hosts. Both clusters are in
the expanded view mode, so all of the nodes are displayed. To minimize the view of
a cluster, click the (-) button.
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2= 10:00:00:60:69:10:51:42
3 == 10:00:00:60:69:51:0A:BE
[ == 20:00:00:00:29:00:62:01
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'J Microsoft Exchange 200
'd Microsoft Exchange 200
'd Microsoft Exchange 200
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J rRawYum
L Al Elements
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FIGURE 5-1 System Explorer Cluster Representation

In the minimized view of a cluster, all of the nodes of the cluster are collapsed into a
single box. To expand the display to show all of the nodes, click on the (+) button.

In the minimized view, a dotted line from an application to a cluster indicates that
the application only runs on some of the clustered hosts. A solid line indicates that
the application runs on all of the clustered hosts.

Double-click a cluster to open the Properties page for the cluster. Double-click an
individual cluster node to open the Properties page for that node.
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Clustering in Topology

Element topology expands System Explorer’s view to show exactly which shared
resources a particular application instance uses. Individual paths from application
nodes are listed in the path tree as well.

For detailed information about viewing element topology, see “Viewing Element
Topology” on page 379.

In the following figure, individual instances of Microsoft Exchange Server 2003 share
HP EVA virtual disk array group shared resources:
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FIGURE 5-2 Cluster Element Topology Representation
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Clustering in Capacity Manager

In Capacity Explorer, it is possible to see the whole capacity utilization by the
cluster. Clusters are represented as managed elements, and the capacity calculator
intelligently avoids double counting of the capacity from individual nodes at the
cluster level.

For detailed information about Capacity Explorer, see “Finding an Element’s Storage
Capacity” on page 663.

You can drill down to various levels to see the following details of cluster capacity
utilization:

Whole cluster capacity

Individual application instance capacity
Individual cluster node capacity
Capacity trending over a period of time
Shared resources of individual nodes

The following figure shows an example of how clusters are represented in Capacity
Manager:
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FIGURE 5-3 Capacity Manager Cluster Representation
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CHAPTER 6

Managing Security

Caution — Depending on your license, role-based security may not be available. See
the List of Features to determine if you have access to role-based security. The List of
Features is accessible from the Documentation Center (Help > Documentation
Center).

This chapter contains the following topics:

“About Security for the Management Server” on page 175
“Managing User Accounts” on page 182

“Managing Roles” on page 189

“Managing Organizations” on page 192

“Changing the Password of System Accounts” on page 198
“Using Active Directory/LDAP for Authentication” on page 200

About Security for the Management
Server

The management server offers security based on the assignment of roles and
organizations. Role-based security determines access to specific functionality
depending on the user account assigned to a role. Organization-based security
determines if you can modify an element type, such as hosts. The management
server ships with the Everything organization, which lets you modify all element

types.

See the following topics for more information:
m “About Roles” on page 176

m “About Organizations” on page 179

m “Planning Your Hierarchy” on page 181
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m “Naming Organizations” on page 182

About Roles

The management server ships with several predefined roles, which are listed in the
following table. These roles determine which components of the software a user can
access.

For example, users assigned to the Help Desk role have access to Application
Explorer and Event Manager, but not to System Explorer, Provisioning, Policy
Manager, Protection Explorer, and Reporter. Likewise, users assigned to the domain
administrator role have access to all of the features, as shown in Table 6-1, “Default
Role Privileges,” on page 176.

TABLE 6-1  Default Role Privileges
Role
Applic-
Domain Storage Server ation
Admini- Admini- Admin- Admin- Help
Feature Cio strator strator istrator istrator Desk
Application Explorer X X X X
System Explorer X X X X X
Event Manager X X X X X
Protection Explorer X X X X X
Provisioning X X
Provisioning X X
Administration
Capacity Explorer X X X X X
Policy Manager X X
Chargeback X X X
Business Tools X X X
Reporter X X X X X
Global Reporter X X X
File Server SRM X X
Performance Explorer | X X X X X
Access CLI X X
Custom Commands X X
System Configuration X
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Granting Global Reporter Access

Users with access to Global Reporter can view all elements throughout the
enterprise, including those on the server running Global Reporter. Grant access to
Global Reporter only to those who should be allowed to view all elements. Users,
who had privileges to Reporter in builds earlier than 3.5, are automatically given
access to Global Reporter and thus they can see all elements. You may want to
disable this functionality for some users.

Domain Administrator Role Privileges

Only users belonging to the Domain Administrators role can add, modify, and
delete users, roles, and organizations. The Domain Administrator can only edit
active organizations.

Domain Administrators can change the user names and roles of other domain
administrators, but they cannot modify their own user name and roles while logged
into the management server. Domain administrators can also edit their full name, e-
mail, phone, and other details, as well assign and un-assign any organization.

System Configuration Option

If the System Configuration option is selected for a role, all users assigned to that
role will have the administration capabilities shown in the following list:
Schedule discovery

Find the CIM log level

Save log files, e-mail log files

Save the database, backup the database, and schedule a database backup
Configure Event Manager, File Server SRM and Performance Explorer
Configure reports and traps

Set up the management server to send e-mail

If you do not want users belonging to that role to have those capabilities, do not
assign the System Configuration option.

Roles Used to Restrict Access

Roles also restrict access to element properties, element records, and Provisioning, as
shown in Table 6-2, “Default Role Privileges by Elements,” on page 178.
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TABLE 6-2 Default Role Privileges by Elements
Element
Storage Tape
Role Application Host Switch System Library Others
CIO View View View View View View
Domain Full Control Full Full Full Control | Full Full
Administrator Control Control Control Control
Storage View View Full Full Control | Full Full
Administrator Control Control Control
Server View Full View View View View
Administrator Control
Application Full Control View View View View View
Administrator
Help Desk View View View View View View
Options for Restricting a Role
In addition, you can assign one of the following options within a role to further
allow or restrict access for a specific element:
m Full Control — Lets you view and modify the record for the element on the Asset
Management tab, and perform provisioning if applicable.
m Element Control — Lets you view and modify the record for the element on the
Asset Management tab. You cannot perform provisioning.
m View — Lets you only view element properties.
For example, if users belong to a role that only lets them view the element properties
on storage systems, those users would not be allowed to perform provisioning on
storage systems because their role does not have the Full Control option selected for
storage systems. That same role could also have the Full Control option selected for
switches, allowing the user to perform provisioning for switches. Thus, the user
would not be able to provision storage systems, but would be able to provision
switches.
You can modify roles and/or create new ones. For example, you can modify the
Help Desk role so that the users assigned to this role can also view Reporter and
modify servers.
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About Organizations

You can use organizations to specify which elements users can access. For example,
you can specify that some users have only access to certain switches and hosts.
However, these users must already be assigned to roles that allow them to see
switches and hosts.

Users assigned to an organization can see only the elements that belong to that
organization. If users are assigned to more than one organization, they see all
elements that belong to the organizations to which they are assigned. For example,
assume you created two organizations: one called OnlyHosts that allowed access to
only hosts and another called OnlySwitches that allowed access to only switches. A
user assigned to OnlyHosts and OnlySwitches would have access to hosts and
switches because those elements are listed in at least one of the organizations.

Organizations can also contain other organizations. An organization contained
within another is called a child. The organization containing a child organization is
called a parent. The figure below shows a parent-child hierarchy in which
BostonWebHosts organization contains two child organizations,
BostonWebHost_Windows and BostonWebHost_Solaris. BostonWebHosts is a
parent because it contains two organizations.

BostonWebHosts

BostonWebHost_Solars
BostonWebHost_Windows

FIGURE 6-1 Parent-Child Hierarchy for Organizations

If a child contains organizations, it is also a parent. For example, if you add two
organizations called BostonWebMarketing and BostonWebProduction to
BostonWebHost_Windows. BostonWebHost_Windows would become a parent
because it now contains two organizations. It would also be a child because it is
contained in BostonWebHosts.

Parent organizations allow access to all elements listed in their child organizations.
For example, users assigned to the organization BostonWebHosts can access not
only the elements in BostonWebHost_Windows, but also those in
BostonWebHost_Solaris. This is because BostonWebHosts is a parent of the two
child organizations.
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The parent-child hierarchy for organizations saves you time when you add new
elements; for example, when you add a new element, you need to add it only once;
the change ripples through the hierarchy. For example, if you add an element to
BostonWebHost_Windows, not only users assigned to BostonWebHost_Windows
would see this addition, but also users assigned to any of the parent organizations
containing BostonWebHost_Windows. For example, users assigned to
BostonWebHosts would also see the addition because it contains
BostonWebHost_Windows; users assigned to only BostonWebHost_Solaris would
not see the addition.

A child organization can be in multiple parent organizations. As shown in the
following figure BostonWebHosts and NYWebHosts are not only children of the
WebHosts organization, but they are also children of the US East Coast organization.
For example, if you have a user that oversees all Web hosts in the company, you
could assign that user to the WebHosts organization. Users managing hosts and
storage systems on the East Coast would be assigned to the US East Coast
organization, which is a parent of BostonWebHosts, NYWebHosts, and
StorageSystems organizations. For example, if an element is added to
NYWebHost_Solaris, users assigned to one or more of the following organizations
would see the addition:

m NYWebHost_Solaris

m NYWebHosts

m WebHosts

m US East Coast

WebH osts US East Coast
i Y
N,
"'--..._______
. —_—
\ StorageSystems

BostonW ebHosts NYWehH osts

VAN

Boston¥WebHost_Windows BostonVWebHost_Solaris NY¥WebHost_Windows NYWebHost_Solaris

FIGURE 6-2 Children in Multiple Organizations
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When you remove an element from an organization, users belonging to that
organization or to one of its parents can no longer access that element if it is not a
member of any other organization. For example, assume an element named MyHost
was not only a member of BostonWebHost_Solaris, but also had mistakenly became
a member of BostonWebHost_Windows. If you remove MyHost from
BostonWebHost_Solaris, users belonging to BostonWebHost_Solaris can no longer
access the element. Users belonging to the following organizations would still see
the element because the element is still a member of BostonWebHost_Windows.

m BostonWebHosts

m WebHosts

m US East Coast

Keep in mind the following:

m You cannot edit the Everything organization.

m Users can view all elements only in the Discovery pages. In all other pages, only
the members of the active organization are available.

m Discovery lists (Discovery tab) are not filtered. Users can see all elements in the
discovery lists regardless of their affiliation with an organization.

m Events from all elements regardless of the user’s organization are displayed by
Event Manager.

m Reports only display elements assigned to the user's organization, including child
organizations. For example, if you attempt to view a Host Summary report and
you do not have permission to access hosts through your organization, you are
not given information about the hosts in the report. This is also true when you
email reports. If you do not have permission to access hosts, the reports you e-
mail, including the host-specific reports, will not contain information about hosts.
If the users receiving your reports want to be able to view information about
hosts, one of the following must happen:

» The hosts in question must be added to your organization.
= Someone else, who has the hosts in question already in their organization,
must send the reports.

Planning Your Hierarchy

Before you begin creating organizations, plan your hierarchy. Do you want the
hierarchy to be based on location, departments, hardware, software, or tasks? Or
perhaps you want a combination of these options.

To help you with your task, create a table of users who manage elements on the
network and the elements they must access to do their job. You might start seeing
groups of users who oversee the same or similar elements. This table may help you
in assigning users to the appropriate organizations.

Once you are done with planning your hierarchy, draw the hierarchy in a graphics
illustration program, so you can keep track of which organizations are parents and
children.
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Create the child organizations first, then their parents. See “Adding an
Organization” on page 192 for more information.

Naming Organizations

When you create an organization, give it a name that reflects its members. You

might want to use one or more of the following as a guideline:

m Type of elements that are members of the organization, such as switches, Sun
Solaris hosts

m Location of the elements, such as San Jose

m Task, such as backup machines

You may find that it is easy to forget which containers are parents and which are
children. When you name an organization, you might want to include a portion of
the name of the dominant parent organization. For example, if you have two types
of Web hosts in Boston, Microsoft Windows and Sun Solaris, you might name the
two children organizations BostonWebHost_Windows and BostonWebHost_Solaris
and their parent, BostonWebHosts.

Managing User Accounts

This section contains the following topics:

“Adding Users” on page 182

“Editing a User Account” on page 184

“Changing the Password for a User Account” on page 185
“Changing Your Password” on page 186

“Deleting Users” on page 186

“Modifying Your User Profile” on page 186

“Modifying Your User Preferences” on page 187
“Viewing the Properties of a Role” on page 188

“Viewing the Properties of an Organization” on page 189

Adding Users

This section contains procedures for adding users and authorizing privileges. Only
users belonging to the Domain Administrator role can add or modify users.

Keep in mind the following;:
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On Windows and Sun Solaris systems — The user name and password must be
alpha-numeric, and cannot exceed 256 characters. The user name cannot begin
with a number.

On Linux systems — The user name and password cannot exceed 256 characters.

To create an account:

1.
2.

Click Security > Users.
Click the New User button.

In the Login Name box, enter a name for the user account, for example: jsmith

This name becomes the user name for the account.

(Optional) In the Full Name box, enter a full name for the account.

This information is used to provide a correlation between an account name and a
user.

The full name can contain spaces, but it cannot be longer than 512 characters.

Assign the user account to a pre-existing role by selecting a role from the Role
menu. See “About Security for the Management Server” on page 175 for more
information about roles.

(Optional) In the E-mail box, enter the user's e-mail address.
(Optional) In the Phone box, enter the user's phone number.
(Optional) In the Notes box, provide additional information about the user.

(Optional) In the Password box, enter a password for the user account.

Note — If you do not want to require the user to enter a password or the user will be
using a password stored in Active Directory/LDAP, leave this box blank.

10. (Optional) In the Verify Password box, enter the password you entered

previously.

11. Assign the user account to one or more organizations.

The organizations determine which elements the user can manage. To assign a
user account to an organization, select the organizations from the table. See
“About Security for the Management Server” on page 175 for more information
about roles and organizations, including the parent-child hierarchy.

12. Click OK.
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Editing a User Account

Keep in mind the following;:

Only a user belonging to the Domain Administrator role is allowed to edit user

accounts.

The Admin account acts differently than the other accounts.

= You cannot add or remove organizations from the Admin account.

= You cannot remove the Everything organization from the Admin account.

» New organizations are automatically added to the Admin account when they
are created.

See “Domain Administrator Role Privileges” on page 177.

User modifications take effect immediately, even if the user is logged into the

management server.

You cannot change the password for a user account that has been authenticated

against Active Directory/LDAP. To change the password for the user account,

use Active Directory/LDAP. See “Step 3 — Add Users to the Management

Server” on page 210.

If you want to change your password, follow the steps in “Changing Your
Password” on page 186.

To modify a user account:

1.

Click Security > Users.

. Click the Edit (Bf) button for the user account you want to modify.

. To change the account name, enter a new name for the user account in the Name

box; for example: jsmith

This name becomes the user name for the account.

. To change the name assigned to the user account, enter a new name for the

account in the Full Name box.

This information is used to provide a correlation between an account name and a
user.

. To change the role assigned to the user account, select a new role from the Role

menu.

. To change the e-mail address listed, enter a new e-mail address in the E-mail box.

. To change the phone number listed, enter the user's new phone number in the

Phone box.

. Change or remove information from the Notes box if necessary.

. To change the password:
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a. Click Change Password.
b. Enter a new password in the Password box.
c. Enter the password again In the Verify Password box.

d. Click OK.

10. To change the organizations to which the user belongs, select or deselect the

organizations from the table in the user interface.

Note — The Everything organization is the default organization that lets users access
all current and future elements.

11. Click OK. The user account is updated.

Changing the Password for a User Account

To change the password for accessing the management server:

Keep in mind the following;:

Only a user belonging to the Domain Administrator role is allowed to change the
password of another user.

This change takes effect immediately, even if the user is logged into the
management server.

If a user account has been authenticated against Active Directory/LDAP, you
cannot use the management server to change that user’s password. You must use
Active Directory/LDAP to change the password instead.

To modify a password:

1.
2.

Click Security > Users.

Click Users from the menu.

Click the Edit button (QJ) corresponding to the user account you want to
modify.

Click Change Password.
Enter a new password in the New Password box.
Enter the password again in the Verify Password box.

Click OK.
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Changing Your Password

Note — You cannot use the management server to change your password if your
user name has been authenticated against Active Directory/LDAP. See “Step 3 —
Add Users to the Management Server” on page 210 for more information.

To change your password used for accessing the management server:
1. Click the name of your account in the upper-left corner.

2. On the User Profile tab, click the Change Password button.

3. Enter a new password in the New Password box.

4. Enter the password again In the Verify Password box.

5. Click OK.

6. Click the Save Changes button on the User Profile tab.

Your password used to access the management server is changed immediately.

Deleting Users

Keep in mind the following;:
m You cannot delete the admin account.
m Only users belonging to the Domain Administrator role can delete users.

To delete a user account:

1. Click Security > Users.

2. Click the corresponding Delete button (ﬁ).

The user account is deleted.

Modifying Your User Profile

While you are logged into the management server, you can change the following
aspects of your user profile:

m Full Name

E-mail address

Phone number

Password
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However, you are not allowed to modify the following information:
m Login Name

m Role

m Organization affiliation

If you want this information modified, ask your Domain Administrator to make the
changes.

To modify your user profile (other than name, role, and organization affiliation):

1. Click the name of your account in the upper-left corner.

User: H ad\min
LR
1

FIGURE 6-3 Clicking the Name of Your User Account

2. On the User Profile tab, modify one or more of the following:

» Full Name

» E-mail address

s Phone number

= Password — To change the password, click the Change Password button.
See “Changing Your Password” on page 186. This feature is not available if
your user name has been authenticated against Active Directory or LDAP. Use
Active Directory/LDAP to change your password instead.

3. When you are done with your modifications, click Save Changes.

Moditying Your User Preferences

Use the User Preference tab to modify your user preferences for System Explorer
and Element Topology. The User Preference tab controls what is displayed for your
user account.

To access the User Preferences tab:
1. Click the name of your account in the upper-left corner.

2. Click the User Preferences tab.

System, Capacity and Performance Manager Preferences

Select one of the following:

Chapter 6 Managing Security 187



m Load-on-Demand: Does not populate the tree nodes or display elements in the
topology when the page opens (Faster). Use this option for medium to large
environments.

n (Default) Automatic Loading: Populate fabric tree nodes and display all
elements in the topology when the page opens (Slower).

System Explorer and Element Topology Preferences

To change the severity icons you view in System Explorer and in the element
topology, select a severity level from the Display Severity icons with this severity
level or higher menu.

If you want events refreshed within a time period, select the Refresh events
automatically box then, enter in minutes how often you want the event information
on the screen updated. If this option is set to every five minutes, the management
server refreshes the severity icons displayed in System Explorer and the element
topology every five minutes.

Warnings for Slow Systems Operations

By default, the management server warns you when it encounters issues occurring
when handling large amounts of data from storage systems, such as long load times.

If you do not want to be warned, clear the Warn about slow storage system
operations option on the User Preferences tab. See “Modifying Your User
Preferences” on page 187 for information on how to access the User Preferences tab.

Viewing the Properties of a Role

If you are assigned the Domain Administrator role, you can determine which
components a user can access by viewing the properties of the user's role.

To view the properties of a role:
1. Click Security > Users.
2. In the Role column, click the name of the role.

The following information for the selected role is displayed:

m Role Name — The name of the role. This name appears in the users table
(Security > Users)

m Role Description — A description of the role.
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m Access Level — How much access the user has to a type of element, such as hosts,
storage systems, switches, and applications. See “About Security for the
Management Server” on page 175 for more information.

m Access to the <product name> — Components in the management server the user
can access, where <product name> is the name of your product.

To learn how to edit a role, see “Editing Roles” on page 190.

Viewing the Properties of an Organization

If you are assigned the Domain Administrator role, you can determine which
elements a user can access by viewing the properties of the user's organization

To view the properties of an organization:
1. Click Security > Users.
2. In the Organization column, click the name of a organization.

3. Take one of the following actions:
s To determine which elements are in a child organization, click the link of the
child organization.
s To learn more about an element, click the element's link to display the
following information:

Name — The name of the organization. This name appears in the users table
(Security > Users)

Description — A description of the organization

Organization Members — Determines which elements the user can access.
See “About Security for the Management Server” on page 175 for more
information.

To learn how to edit an organization, see “Editing an Organization” on page 195.

Managing Roles

This section contains the following topics:
m “Adding Roles” on page 190

m “Editing Roles” on page 190

m “Deleting Roles” on page 191
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Adding Roles

The management server ships with several roles. You can add roles to accommodate
your organization. For example, you might want to add a role for quality assurance.
See “About Security for the Management Server” on page 175 for more information
about roles and organizations.

Keep in mind the following:

m The Role Name and Description boxes do not accept special characters, except
spaces and the following characters: $, -, , ., and _

m Only users belonging to the Domain Administrator role can add roles.

To add a role:
1. Click Security > Roles.
2. Click New Role.

3. In the Role Name box, enter a name for the role. For example: Quality Assurance.

The name can contain spaces, but it cannot be longer than 256 characters.

4. In the Description box, enter a description for the role; for example: Role for those
in quality assurance.

The description cannot be more than 1024 characters.

5. Select an access level for each element type:
s Full Control — Lets you view and modify the record for the element (Asset
Management tab) and perform provisioning.
s Element Control — Lets you view and modify the record for the element
(Asset Management tab).
m View — Lets you view element properties.
See “Options for Restricting a Role” on page 178.

6. Select the features you want a user to be able to access.

See “Management Server Components” on page 3 for more information about
these features.

7. Click OK.

Editing Roles

The software lets you modify the default roles and/or the roles you have created.
See “About Security for the Management Server” on page 175 for more information
about roles and organizations.

Keep in mind the following;:
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Only users belonging to the Domain Administrator role can modify roles.
Domain administrators can change the user names and roles of other domain
administrators, but they cannot modify their own user name and roles while
logged into the management server.

After you click OK in the Edit Role window, any users assigned to the role you
edited are logged out of the management server. Users see the changes when they
log back into the management server.

The Role Name box does not accept special characters, except spaces and the
following characters: $, -, #, ., and _

To edit a role:

1.

Click Security > Roles.

Click the Edit (34 button.

Make the desired changes:

n To edit the name of the role, change the name in the Role Name box. The name
can contain spaces, but it cannot be longer than 256 characters.

s To edit the description of the role, change the description in the Description
box. The description cannot be more than 1024 characters.

» To change the access level, change the options selected in the table.

Full Control — Lets you view and modify the record for the element (Asset
Management tab) and perform provisioning.

Element Control — Lets you view and modify the record for the element
(Asset Management tab).

View — Lets you view element properties.
See “Options for Restricting a Role” on page 178.

Select the features you want a user to be able to access.

See “Management Server Components” on page 3 for more information about
these features.

Click OK.

Deleting Roles

Keep in mind the following;:

A role cannot be deleted if it contains a user.
Only users belonging to the Domain Administrator role can delete roles.

To delete a role:

1.

Click Security > Roles.

Chapter 6 Managing Security 191



2. Select Roles from the menu.

3. Click the corresponding Delete button (ﬁ'l).
The role is deleted.

Managing Organizations

This section contains the following topics:

“Adding an Organization” on page 192

“Viewing Organizations” on page 194

“Editing an Organization” on page 195

“Removing an Organization” on page 196

“Removing Members from an Organization” on page 196
“Filtering Organizations” on page 197

Adding an Organization

You can create new organizations to restrict access to certain elements. For example,
if you do not want the help desk to have access to elements belonging to a certain
group, you could create an organization that does not allow access to those
elements. Once you assign users to that organization, they will only be able to access
the elements you specified.

See “About Security for the Management Server” on page 175 for more information
about roles and organizations.

Keep in mind the following;:

m Create child organizations first, then their parents.

m Events from all elements regardless of the user’s organization are displayed by
Event Manager.

m Only users belonging to the Domain Administrator role can add organizations.

m Only active organizations can be edited.

m All discovered elements are accessible in Business Tools, regardless of a user's
restrictions. For example, assume your account belongs to an organization that
has only hosts as members. If you run the business tool Switch Risk Analysis, the
management server still provides information about whether the switches are a
risk in your environment.

m Moving a cluster from one organization to another moves all of the cluster’s
nodes to the target organization.

To add an organization:
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1. Click Security > Organizations.
2. Click the New Organizations button.

3. In the Name box, enter a name for the organization.
The name of an organization has the following requirements:

Can contain spaces.

Can add digits to the beginning of an organization’s name.

Cannot be longer than 256 characters.

Cannot contain the caret (") symbol—currently the system allows the caret
symbol to be entered, but the caret symbol should not be included in an
organization’s name.

4. In the Description box, enter a description for the organization.

The Description box cannot have more than 1024 characters.
5. Click Add or Remove Members to determine which elements the user will see.
6. To add elements:

a. Expand the Element Types node in the tree, and select the element type that
you would like to add.

b. In the right-hand pane, select the elements you would like to add by clicking
the appropriate check boxes.

c. Click Add.

d. The selected elements are added to the Organization Members pane. To add
storage volumes to the organization, see “Adding Storage Volumes to an
Organization” on page 194.

7. To add organizations:
a. Click the Organizations node.

b. In the right-hand pane, select the elements you would like to add by clicking
the appropriate check boxes.

c. Click Add. The selected organizations are added to the Organization Members
pane. The organizations in the Organization Members pane are listed as child
organizations because they are now contained within the organization you are
creating. See “About Security for the Management Server” on page 175 for
more information.

8. Click OK when you are done adding the elements and organizations.
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Adding Storage Volumes to an Organization

Only users belonging to the Domain Administrator role can add storage volumes to
an organization.

To add storage volumes to an organization:
1. Click Add or Remove Members.
2. Expand the Element Types node in the tree and select the Storage Systems node.

3. In the right-hand pane, click the Storage Volumes tab and select a storage
system from the Showing Volumes for Storage System menu.

4. If you want to filter the list of volumes for a storage system, click the Show
Volume Filter link, select the appropriate filter criteria, and click Submit Query.

5. Select the storage volumes you want to add to the organization. Click the +Ports
link in the Ports column to see a list of the ports associated with a particular
volume.

6. When you are finished selecting volumes, click the Add button located at the top
of the pane.

7. Click OK. The selected volumes are added to the Organization Members pane.

Viewing Organizations

The Setup Organizations page lists the organizations with their descriptions. The
page also shows the number of top-level elements, users, and child organizations
assigned to each organization.

Only users belonging to the Domain Administrator role can view organizations.

The No. of Top Level Elements column provides the total number of elements
assigned directly to an organization. This number does not include those within the
child organization. A zero (0) in the Elements column indicates that the organization
contains only child organizations; however, users assigned to that organization
would have access to the elements assigned to its child organizations.

Assume an organization contains only two child organizations. As a result, 0 would
be displayed under the No. of Top Level Elements column. Users assigned to that
organization can access the elements assigned to the two child organizations.

Access the Setup Organizations page by clicking Security > Organizations.

To access information about a child organization, click its link in the Child
Organization column.
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Editing an Organization

When elements are removed from an organization, users belonging only to that
organization are no longer able to access the removed elements.

See “About Security for the Management Server” on page 175 for more information
about roles and organizations.

Keep in mind the following;:

Depending on your license, role-based security may not be available. See the List
of Features accessible from the Documentation Center.

Only users belonging to the Domain Administrator role can edit organizations.
Only active organizations can be edited.

You cannot edit the Everything organization.

To edit an organization:

1.

Click Security > Organizations.

Click the Edit (24 button.

To change the name of the organization, enter a new name in the Name box.
The name of an organization has the following requirements:

Can contain spaces.

Can add digits to the beginning of an organization’s name.

Cannot be longer than 256 characters.

Cannot include special characters, except spaces and the following characters:
$,- ., and _

= Cannot contain the carot (*) symbol.

To change the description of the organization, enter a new description in the
Description box.

You cannot enter more than 1024 characters in the Description box.
Click Add or Remove Members.

Add or remove elements as described in “Adding an Organization” on page 192
and “Removing Members from an Organization” on page 196.

Once you are done adding or removing elements, click OK in the Add
Organization or Remove Organization page.

In the Edit Organization page, click OK.
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Removing an Organization

When an organization is removed, users assigned only to that organization are no
longer able to access its elements. For example, assume you belong to two
organizations, onlyHosts and onlySwitchesandHosts. The organization onlyHosts
contains only hosts, and the organization onlySwitchesandHosts contains only
switches and hosts. If you delete the onlySwitchesandHosts organization, you will
still have access to hosts because you still belong to the onlyHosts organization.

Keep in mind the following:

m You cannot remove the Everything organization, which is the default
organization.

m Only users belonging to the Domain Administrator role can delete organizations.

m You cannot delete an organization that contains a user who belongs to no other
organizations. For example, assume you create an organization named Orgl that
contains two users: Userl and User2. Userl belongs to two other organizations,
while User2 only belongs to the organization you just created. You will not be
able to delete Orgl because the organization contains User2, who only belongs to
the organization you are trying to delete.

To delete an organization:

1. Click Security > Organizations.

2. Click the Delete (ﬁ)button corresponding to the organization you want to
remove.

The software removes the organization.

Removing Members from an Organization

When you remove an element from an organization, users belonging to that
organization or to one of its parents can no longer access that element if it is not a
member of any other organization. For example, assume an element named MyHost
was not only a member of BostonWebHost_Solaris, but also had mistakenly became
a member of BostonWebHost_Windows. If you remove MyHost from
BostonWebHost_Solaris, users belonging to BostonWebHost_Solaris can no longer
access the element. Users belonging to the BostonWebHost_Windows organization
or to its parent would still see the element.

Use one of the following methods to remove an element from an organization:

m In the Edit Organization window, click the Delete (ﬁ) button corresponding to
the element or child organization you want to remove from the organization.

m In the Add or Remove Organization Members window, select the element or child
organization you want to remove by clicking the appropriate check box, and then
click Remove.
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Only users belonging to the Domain Administrator role can remove members
from an organization.

Filtering Organizations

The management server provides a filtering feature that lets you designate which
organizations are active in your view. For example, assume you belong to an
organization name Hosts and this organization contains two organizations:
WindowsHosts and SolarisHosts. If you want to view elements only in
WindowsHosts and not in SolarisHosts organizations, you could use the filtering
feature to activate only the WindowsHosts organization.

Keep in mind the following;:

Users assigned to the Admin account cannot filter organizations because the
Admin account belongs to the Everything organization by default. As a result,
these users do not have access to the filtering feature for organizations.

If you do not want to view an element, deselect all child organizations containing
that element. You must also deselect all parent organizations containing the child
organization that has that element. For example, assume you do not want to view
all Solaris hosts and all Solaris hosts are in the SolarisHosts organization. The
SolarisHosts organization is contained in the Hosts organization. You must
deselect the SolarisHosts organization and the Hosts organization if you do not
want to see the Solaris hosts.

The filter for organizations does not appear in Event Manager. Events from all
elements regardless of the user’s organization are displayed by Event Manager.
If you do not select any organizations for filtering, you do not see any elements in
the topology.

To filter organizations:

1.

Click the j button at the top of the screen, or click the link listing the
organizations you can view.

EH Ev ing Solaris Ho...

FIGURE 6-4 Clicking the Organization Link

Deselect the organizations that contain the elements you do not want to obtain
information about. For example, if you want to view only the elements in the
WindowsHosts organization, you would select only WindowsHosts. If you have a
parent organization named Hosts that contains SolarisHosts and WindowsHosts,
you would need to deselect SolarisHosts and Hosts. You would need to deselect
Hosts because it contains organizations other than WindowsHosts.
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If you belong to the Domain Administrator role, links are displayed for the
organizations. To learn more about the contents of an organization, click its link.

o Organization

[1 | Hosts

wolaris Hosts

Windows Host

1] Il [+

| OK [}J[ Cancel ][ Help ]

FIGURE 6-5 Filtering Organizations

3. Click OK.

You can now only obtain information about elements in the active organizations.
These active organizations are listed in the link next to the filter button, as shown
in the following figure.

o witidows Host

FIGURE 6-6 Active Organization

Changing the Password of System
Accounts

The management server uses the following accounts to access and manage the
database for the management server. You should change the passwords to these
accounts to prevent unauthorized access.
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SYS — Used to create and update the management server database. Default
password: change on_install

SYSTEM — Used to create and upgrade, import, export and re-initialize the
management server database. Default password: manager

RMAN_USER — Used for RMAN backup and restore. This user has sys privilege.
Default password: backup

DB_SYSTEM_USER — Used for all the database activity, including establishing a
connection to the management server database. Default password: password

To change the passwords of the SYS, SYSTEM, RMAN_USER, and
DB_SYSTEM_USER accounts, you must use the Database Admin Utility, so the
management server is aware of the changes. Do not change the password for any of
these accounts by using Oracle. Make sure you keep the new passwords in a safe
location, as it is your responsibility to remember the Oracle passwords.

The password requirements for the management server are:

Must have a minimum of three characters

Must start with a letter

May contain only letters, numbers and underscores (_)
May not start or end with an underscore (_)

To change the password of a system account:

1.

N

N o gk ®»

Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

Click Change Passwords in the left pane.

Select an account name from the User Name box.
Enter the current password in the Old Password box.
Enter the new password in the New Password box.
Re-enter the password in the Confirm Password box.

Click Change.
The Database Admin Utility changes the password for the specified account.
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Using Active Directory /LDAP for
Authentication

The management server supports external authentication through Active Directory
(AD) and Lightweight Directory Access Protocol (LDAP) directory services. When
you configure the management server to use external authentication, user
credentials are no longer stored in the management server database. This
configuration centralizes all security related requirements to the enterprise
AD/LDAP infrastructure, such as password expiration, resets, and complexity
requirements.

When a user attempts to log into the management server, the management server
authenticates the user name and password against AD/LDAP for credential
verification. If AD/LDAP verifies that this user has the correct credentials, the
management server allows this user access to the application.

Keep in mind the following;:

m The login-handler.xml file contains configuration information for both AD
and LDAP. It is important to enable either AD or LDAP; you cannot enable both.

m If you want to go back and forth between internal and external (AD/LDAP)
authentication, rename the login-handler.xml file before you modify it.
This way you can easily switch back to internal authentication by changing the
file name back to login-handler.xml.

m Business Tools do not work when the management server is configured for
AD/LDAP authentication.

To use AD/LDAP to authenticate your users, complete the following procedures:

m “Step 1 — Configure the Management Server to Use AD or LDAP” on page 200

m “Step 2 — Restart the AppStorManager Service and Login as the Designated
Admin Account” on page 209

m “Step 3 — Add Users to the Management Server” on page 210

m “Step 4 — Provide Login Information to Your Users” on page 210

Step 1 — Configure the Management Server to
Use AD or LDAP

If you want to use AD/LDAP, you must modify the login-handler.xml file.
How you modify the login-handler.xml file depends on whether you plan to
use AD or LDAP.

To configure the management server:
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m To use AD, see “Configuring the Management Server to Use Active Directory” on
page 201

m To use LDAP, see “Configuring the Management Server to Use LDAP” on
page 205

Configuring the Management Server to Use Active Directory

By default, AD allows connections with domain\username, instead of with the
distinguished name (DN) used by a generic LDAP server. However, you can use the
generic LDAP server setup to authenticate with AD, as described in “Configuring
the Management Server to Use LDAP” on page 205.

To specify the management server to use AD:

1. Before switching to AD authentication mode, the management server needs to be
configured with a designated AD user and other AD-specific credentials. At
startup, the designated AD user is mapped to the built-in Admin user and
overrides it with the AD user information.

Caution — Make sure the administrator account has already been created in AD
before you add it to the login-handler.xml file.

a. On the management server look in one of the following locations:
Windows: $MGR_DIST$\Data\Configuration
UNIX systems: $MGR _DIST/Data/Configuration

b. In the login-handler.xml file, change the value of the
<AdminAccountName> tag to the name of a user account in AD, as shown in
the following example:

<AdminAccountName>domain\PrimaryUser</AdminAccountName>
where primaryUser is the name of the user account that is designated as the primary
user in AD.

For security reasons, it is recommended that the designated user not be the AD
Domain Administrator

2. In the login-handler.xml file, comment out the section that contains
com.appiqg.security.server.BasicLoginhandler, which enables
internal authentication mode. Only one login handler is allowed at a time.

<l--

LoginHandlerClass>com.appig.security.server.BasicLoginHandler</Logi

nHandlerClass-->
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3. Comment out the <LoginHandlerType>Default</LoginHandlerType>
tag as follows:

<!--LoginHandlerType>Default</LoginHandlerType-->
4. Uncomment the line containing the class name and login handler type so that it
appears as follows:

<LoginHandlerClass>com.appig.security.server.ActiveDirectoryLoginHa
ndler</LoginHandlerClass>

<LoginHandlerType>ActiveDirectory</LoginHandlerType>

5. Replace directory.hp.com with the IP address or the fully qualified DNS
name of your primary Domain Controller server in the login-handler.xml
file, as shown in the following example:

<PrimaryServer port="389">192.168.10.1</PrimaryServer>

where

m 192.168.10.1 is the IP address of the primary Domain Controller server
running AD.
= 389 is the port on which AD is running on the server.

6. Replace directory2.hp.com with the IP address or the fully qualified DNS
name of your secondary Domain Controller server, if available.

<SecondaryServer>192.168.10.2</SecondaryServer>

where 192.168.10.2 is the IP address of the secondary Domain Controller
server running AD.

7. 1If you want the password to be saved in the management server database, change
the value of the <ShadowPassword> tags to true, as shown in the following
example:

<ShadowPassword>true</ShadowPassword>
Saving the passwords in the management server database allows a user to also
log into the management server if the management server is changed back to local

mode. This, however, is not recommended as it defeats the purpose of
externalizing a user's credentials.

The login-handler.xml file contains two sets of <ShadowPassword> tags:
one for AD and one for LDAP. Make sure you change the value of the
<ShadowPassword> tags that are children of the <ActiveDirectory> tag.

8. If you want the user name to be case sensitive, change the value of the
<CaseSensitiveUserName> tag to true, as shown in the following example:

<CaseSensitiveUserName>true</CaseSensitiveUserName>

If you change the value of <CaseSensitiveUserName> to true, the
management server becomes case-sensitive to user names. The management
server sees MyUserName and myusername as different users.
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Caution — AD servers are not case sensitive for user names, so changing this tag to
true for AD authentication is not recommended.

The login-handler.xml file contains two sets of
<CaseSensitiveUserName> tags: one for AD and one for LDAP. Make sure
you also change the value of the <CaseSensitiveUserName> tags that are
children of the <ActiveDirectory> tag.

9. Provide the AD search base in which you want the management server to look up
AD/LDAP user attributes. Allow no spaces between commas and put in all
components of fully qualified domain name, for example, hds.usa.com would
be DC=hds, DC=usa, DC=com.

The search base is used to specify the starting point for the search. It points to a
distinguished name of an entry in the directory hierarchy.

<SearchBase> dc=MyCompanyName, dc=COM</SearchBase>

10. Save the login-handler.xml file with your changes.

The following is an example of a modified 1login-handler.xml file for use
with AD server authentication. Underlined text is information that was modified:

<?xml version="1.0" encoding="IS0-8859-1"?>

<LoginHandler>
<AdminAccountName>domain\primaryuser</AdminAccountName>

<!-- for the default, using database for authentication -->

<l--
LoginHandlerClass>com.appig.security.server.BasicLoginHandler</Logi
nHandlerClass-->

<!--LoginHandlerType>Default</LoginHandlerType-->

<!-- uncomment the following to enable Active Directory login-->
<LoginHandlerClass>com.appig.security.server.ActiveDirectoryLoginHa
ndler</LoginHandlerClass>
<LoginHandlerType>ActiveDirectory</LoginHandlerType>

<ActiveDirectory>

<PrimaryServer port="389">IP address of Primary Domain
Controller</PrimaryServer>

<SecondaryServer>IP Address of Secondary Domain
Controller</SecondaryServer>

<ssl>false</ssl>

<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>

<!-- provide SearchBase if full name and email attribute are to be
synchronized

between ActiveDirectory and the database.-->
<SearchBase>DC=domain extensionl,DC=domain extension2,DC=
COM</SearchBase>
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<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>

</ActiveDirectory>

<!-- uncomment the following for generic LDAP login
<LoginHandlerClass>com.appig.security.server.LdapLoginHandler
</LoginHandlerClass>
<LoginHandlerType>LDAP</LoginHandlerType>

-—>

<LDAP>

<!-- same as java.naming.provider.url
ldap://ldap.companyname.com:389 —-->

<Server port="389">IP address of LDAP server</Server>

<!-- LDAP env can be added, an example is shown below...
<LDAPEnv name=

"java.naming. factory.initial">com.sun.jndi.ldap.LdapCtxFactory</LDA
PEnv>

-——>

<ssl>false</ssl>

<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>

<!-- multiple DN entries are allowed, they will be tried one at a time
-—>

<DN>CN=$NAMES , OU=Engineering, DC=HP, OU=US, DC=COM< /DN>

<!-- provide FullNameAttribute and EmailAttribute if full name and

email attribute

are to be synchronized between LDAP and the database -->
<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>

</LDAP>

</LoginHandler>

When you are done with your changes, the login-handler.xml file, may
resemble the following:

<LoginHandler>
<AdminAccountName>domain\primaryuser</AdminAccountName>
<LoginHandlerClass>
com.appig.security.server.ActiveDirectoryLoginHandler
</LoginHandlerClass>
<LoginHandlerType>ActiveDirectory</LoginHandlerType>
<ActiveDirectory>

<PrimaryServer>IP address of primary domain
controller</PrimaryServer>

<SecondaryServer>IP address of secondary domain
controller</SecondaryServer>

<ssl>false</ssl>
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<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>
<SearchBase>DC=MyCompanyName, DC=COM</SearchBase>
<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>
</ActiveDirectory>

</LoginHandler>

Configuring the Management Server to Use LDAP

The LDAP server requires a distinguished name (DN) and credentials. The DN can
be configured, allowing name substitution and support for multiple DN
configurations.

To configure the management server to use LDAP:

1. Before switching to LDAP authentication mode, the management server needs to
be configured with a designated LDAP user through the <AdminAccountName>
tag. At startup, the designated LDAP user is mapped to the built-in “admin”
user and overrides it with the LDAP user information.

Caution — Make sure the administrator account has already been created in LDAP
before you add it to the login-handler.xml file.

a. On the management server look in one of the following locations:
Windows: $MGR DIST%$\Data\Configuration
UNIX systems: SMGR_DIST/Data/Configuration

b. In the login-handler.xml file, change the value of the
<AdminAccountName> tag to the name of a user account in LDAP, as shown
in the following example:

<AdminAccountName>Administrator</AdminAccountName>

where Administrator is the name of a user account in LDAP.

2. In the login-handler.xml file, comment out the section that contains
com.appiqg.security.server.BasicLoginhandler, which enables
internal authentication mode. Only one login handler is allowed at a time.

<!--
LoginHandlerClass>com.appig.security.server.BasicLoginHandler</Logi
nHandlerClass-->

Chapter 6 Managing Security 205



3. Comment out the <LoginHandlerType>Default</LoginHandlerType> tag as
follows:

<!--LoginHandlerType>Default</LoginHandlerType-->

4. Uncomment the line containing the class name and login handler type so that it
appears as follows:
<LoginHandlerClass>com.appig.security.server.LdapLoginHandler</LoginHan-
dlerClass>
<LoginHandlerType>LDAP</LoginHandlerType>

5. Replace directory.hp.com with the IP address or the fully qualified name of
your LDAP server in the login-handler.xml file, as shown in the following
example:

<Server port="389">192.168.10.1</Server>
where

m 192.168.10.1 is the IP address of the server running LDAP.
= 389 is the port on which LDAP is running on the server.

6. If you want the password to be saved in the management server database, change
the value of the <ShadowPassword> tags to true, as shown in the following
example:

<ShadowPassword>true</ShadowPassword>

Saving the passwords in the management server database allows a user to also
log into the management server if the management server is changed back to local
mode. This, however, is not recommended as it defeats the purpose of
externalizing a user's credentials.

The login-handler.xml file contains two sets of <ShadowPassword> tags:
one for AD and one for LDAP. Make sure you change the value of the
<ShadowPassword> tags that are children of the <LDAP> tags.

7. 1If you want the user name to be case sensitive, change the value of the
<CaseSensitiveUserName> tag to true, as shown in the following example:

<CaseSensitiveUserName>true</CaseSensitiveUserName>

If you change the value of <CaseSensitiveUserName> to true, the
management server becomes case-sensitive to user names. For example, the
management server sees MyUserName and myusername as different users.

The login-handler.xml file contains two sets of
<CaseSensitiveUserName> tags: one for AD and one for LDAP. Make sure
you also change the value of the <CaseSensitiveUserName> tags that are
children of the <LDAP> tags.
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8. Provide the LDAP search base in which you want the management server to look
up AD/LDAP user attributes. Allow no spaces between commas and put in all
components of fully qualified domain name, for example, hds.usa.com would
be DC=hds, DC=usa, DC=com.

The search base is used to specify the starting point for the search.

It points to a distinguished name of an entry in the directory

hierarchy.

<SearchBase>CN=$NAMES$, dc=MyCompanyName, dc=COM</SearchBase>
or:

<SearchBase>CN=$NAMES, OU=NetworkAdministration, dc=
MyCompanyName, ou=US, dc=COM</SearchBase>

The management server searches only those users in the company who are part of
the NetworkAdministration organization (OU=NetworkAdministration) and in
the United States (ou=US).

Caution — Different LDAP implementations may be using different keynames for
CN. The appropriate keyname should be named in 1login-handler.xml. Refer to
the documentation for your LDAP server to determine how to obtain the
appropriate keyname. Your keyname may start with uid instead of CN, for
example, : uid=$NAMES, ou=<Optional org unit if applicable>,
dc=windows, dc=hp, dc=com

9. Save the login-handler.xml file.

The following is an example of a modified 1login-handler.xml file for use
with an LDAP server. Underlined text is information that was modified:

<?xml version="1.0" encoding="IS0-8859-1"?>

<LoginHandler>
<AdminAccountName>PreferredUser\admin</AdminAccountName>

<!-- for the default, using database for authentication -->

<l--
LoginHandlerClass>com.appig.security.server.BasicLoginHandler</Logi
nHandlerClass—-->

<! --LoginHandlerType>Default</LoginHandlerType-->

<!-- uncomment the following to enable Active Directory login>
<LoginHandlerClass>com.appig.security.server.ActiveDirectoryLoginHa
ndler</LoginHandlerClass>
<LoginHandlerType>ActiveDirectory</LoginHandlerType-->

<ActiveDirectory>

<PrimaryServer port="389">IP address of Primary Domain
Controller</PrimaryServer>

<SecondaryServer>IP Address of Secondary Domain
Controller</SecondaryServer>
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<ssl>false</ssl>

<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>

<!-- provide SearchBase if full name and email attribute are to be
synchronized

between ActiveDirectory and the database.-->

<SearchBase>DC=domain extensionl,DC=domain extension2,DC=
COM</SearchBase>

<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>

</ActiveDirectory>

<!l-- uncomment the following for generic LDAP login-->
<LoginHandlerClass>com.appig.security.server.LdapLoginHandler</Logi
nHandlerClass>

<LoginHandlerType>LDAP</LoginHandlerType>

<LDAP>

<!-- same as java.naming.provider.url
ldap://ldap.companyname.com:389 -->

<Server port="389">IP address or DNS name of LDAP server</Server>
<!-- LDAP env can be added, an example is shown below...

<LDAPEnv name=
"java.naming.factory.initial">com.sun.jndi.ldap.LdapCtxFactory</LDA
PEnv>

-——>

<ssl>false</ssl>

<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>

<!-- multiple DN entries are allowed, they will be tried one at a time
-——>

<DN>CN=SNAMES , OU=Engineering, DC=mycompanyname , OU=US, DC=COM< /DN>
<!-- provide FullNameAttribute and EmailAttribute if full name and

email attribute

are to be synchronized between LDAP and the database -->
<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>

</LDAP>

</LoginHandler>

When you are done with your changes, the login-handler.xml file, may
resemble the following;:

<LoginHandler>
<AdminAccountName>Administrator</AdminAccountName>
<LoginHandlerClass>
com.applg.security.server.LdapLoginHandler
</LoginHandlerClass>
<LoginHandlerType>LDAP</LoginHandlerType>
<LDAP>
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<Server port="389">IP address of LDAP server</Server>
<ssl>false</ssl>
<ShadowPassword>false</ShadowPassword>
<CaseSensitiveUserName>false</CaseSensitiveUserName>
<DN>CN=$SNAMES , OU=Engineering, DC=HP, OU=US, DC=COM< /DN>
<FullNameAttribute>displayName</FullNameAttribute>
<EmailAttribute>mail</EmailAttribute>

</LDAP>

</LoginHandler>

Step 2 — Restart the AppStorManager Service and
Login as the Designated Admin Account

In this section, you will restart the AppStorManager service and login as the
designated Admin account.

1. After you modify the login-handler.xml file, you must restart the
AppStorManager service, which is the service for the management server for your
changes to take effect.

Caution — The service must be running for users to access the management server.

On Microsoft Windows:

a. Go to the Services window, usually accessible from the Control Panel.
b. Right-click AppStorManager.

c. Select Stop from the menu.

d. To start the management server, right-click AppStorManager and select Start
from the menu.

On UNIX systems:
a. Open a command prompt window.

b. Enter the following at the command prompt to stop the management server:

/etc/init.d/appstormanager stop

c. To start the management server, enter the following at the command prompt:

/etc/init.d/appstormanager start
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2. Login as the designated administrator account you specified in “Step 1 —
Configure the Management Server to Use AD or LDAP” on page 200.

For example, the user name would be the following:

s AD — domain\PrimaryUser
s LDAP — PrimaryUser

where PrimaryUser is the name of the user account in LDAP or is the designated
primary user in AD.

The password would be the following: [NTdomainpassword].

Step 3 — Add Users to the Management Server

Once the management server is configured for Active Directory/LDAP, the users
can be added to the management server. This is required to prevent accidental
access to the management server from other AD/LDAP users. Until the user is
authenticated against AD/LDAP, the management server views the user as an
internal user, whose password can be changed within the management server.

Once a user is authenticated against AD/LDAP, the user is tagged as an external
user and the user’s password must be managed through AD/LDAP.

To add a user to the management server:

1. Log onto the management server by using the designated Admin account
specified in “Step 1 — Configure the Management Server to Use AD or LDAP” on
page 200.

2. Create the users as described in “Adding Users” on page 182 observing the

following rules:

» AD: Prefix the user name with the domain name, for example: domain\
newuser.

» The user names you create by using the management server must match the
user names in AD/LDAP.

= It is not necessary to create a password, since the passwords used for login are
those already configured on either the AD or LDAP server.

Step 4 — Provide Login Information to Your
Users

Notify your users that they are now able to log into the management server, and
provide them with the user name and password you have specified in Active
Directory/LDAP
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Caution — Remind your users not to give the password they use to access the
management server to anyone. Since user credentials are now stored in AD/LDAP,
the password used to access the management server may also be used to access
other accounts. In some instances, it may even be their network user name and
password.
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CHAPTER 7

Managing Licenses

This chapter contains the following topics:
m “Modifying the License Summary Page” on page 217

The management server restricts the number of elements it manages through its
license. It is important you keep your license up to date with the requirements of
your network. The management server has several different types of license
restrictions, as shown in Table 7-1, “License Restrictions,” on page 213.

TABLE7-1  License Restrictions

Type of Restriction

Description Unit of Measurement

MAPs

The management software restricts the number | Number of MAPs
of hardware elements it manages through the
use of managed access points (MAPs) for
hardware. A MAP is the sum of all storage
access ports of all hardware elements that the
management server manages. See Table 7-2,
“Determining Managed Access Points,” on
page 215 for more information.

Backup Size

The management server determines licensing Gigabytes (GB)
for Protection Explorer through gigabytes (GB).
The management server compares the number
of gigabytes for Protection Explorer with what
you are backing up. If you are backing up more
than your license allows, you are warned the

next time you log onto the management server.

Raw NetApp
Capacity

The Raw NetApp Capacity is the total disk Terabytes (TB)
capacity (unformatted capacity) of all
discovered NetApp filers.
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TABLE 7-1  License Restrictions

Type of Restriction Description Unit of Measurement
Managed Exchange | The management server determines licensing Number of
Instances for Microsoft Exchange instances by counting instances of
the number of instances of Microsoft Exchange Microsoft
it manages. Exchange
the software
manages
Managed Database The total number of instances of the following Number of
Instances databases the software manages: managed
* Microsoft SQL Server databases

® Oracle
* Sybase Adaptive Server Enterprise
¢ InterSystems Caché

This total is broken down by each type of
database in the table.

For File Server SRM | The management server determines licensing Terabytes (TB)
for File Server SRM through terabytes (TB).
When you purchased File Server SRM, you
were given a number of TB you were allowed
by the management server to monitor.

The management server detects the number of
TB that are being monitored on file servers and
verifies that number is at or below the
purchased amount.

You do not have to monitor everything
associated with your file server. You can choose
to manage only the mount points that are
important to you. Only the files associated with
these mount points are counted toward the file
server TB.

Caution — The management server Current Usage Summary is first updated six
hours after the management server (AppStorManager) starts, and then the updates
occur every 24 hours thereafter. Elements the management server has discovered
before the update are not reflected in the Current Usage Summary table. The time
for the update is determined when the management server is first started. For
example, the first update of the Current Usage Summary table occurs six hours after
the management server is first started. The following updates occur every 24 hours.
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If the management server is started for the first time at noon, the first update of the
Current Usage Summary table would occur at 6 p.m. All following updates would
always occur at 6 p.m.

MAPs are determined as described in Table 7-2, “Determining Managed Access
Points,” on page 215.

TABLE7-2 Determining Managed Access Points

Element Managed Access Point

Hosts The managed access points (MAPs) are the number of Fibre Channel ports
with a minimum of one MAP. If a host has no Fibre Channel ports, the
software assumes one MAP. The software does count direct attached
storage, provided it is supported by the management server.

Switches All ports on a switch are counted as MAPs.

Storage systems

The MAPs are the sum of all front-facing ports. Storage systems with FA
ports the software does not support, such as mainframe attached FICON,
are still counted as MAPs. However, the management server does not count
MAPs from storage systems it does not support. See the release notes for
information about supported storage systems.

Example 1:

Assume you have the following environment:

m Brocade (two switches of 12 ports each, one switch of 16 ports) — Total 40 ports

m McDATA (one switch of 64 ports) — Total 64 ports

m Windows 2000 and Solaris Hosts (10 hosts with two Fibre Channel connection
each) — Total 20 ports

m EMC Subsystem (one subsystem with 16 Fibre Channel ports) — Total 16 ports

The software calculates 140 MAPs in this environment.
Example 2:

Assume you have the same configuration above, and you add several devices to
your network that the management server does not support. There are still 140
MAPs in this environment, since the management server does not count the ports
from devices it does not support.

Example 3:

Assume you have the same configuration as the first example, with two Windows
2000 hosts that are directly attached to storage systems, with no Fibre Channel (FC)
connections and with a total of 0 FC ports, as shown in the following figure:
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FIGURE 7-1 An Example of Direct Attached Storage

The software calculates four MAPs (see the figure), since we assume one MAP for
each host, even though it has no Fibre Channel ports. The storage systems are
counted, since they are supported by the management server. If you include the
MAPs from the first example (140 MAPs), it brings the total to 144 MAPs.

If we had a configuration which included a switch, two managed hosts, and several
unmanaged hosts, the MAPs would not be used against the unmanaged hosts.

Some switches allow the user to turn off an unused GBIC. (Gigabit Interface
Converter). If a GBIC is turned off, the port is not counted. However, if the GBIC is
turned on, or if there is no GBIC, the port is counted.
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Modifying the License Summary Page

If you have purchased additional elements, you must modify the License Summary
page. For example, assume you purchased an additional 200 MAPs, which lets you
monitor 200 more devices, such as hosts, switches, and storage systems. To make the
management server aware of these changes, you must enter the new total of MAPs
you are licensed to use on the License Summary page.

Caution — Select only the applications you are licensed to access. Enter only the
MAPs, terabytes and instances, you are authorized to use.

To modify the License Summary page:
1. Select Security > Licenses.
2. Select the applications you have recently purchased.

3. If you have added one or more of the following, add the amount you have
purchased to the total listed.
= MAPs
= Gigabytes that will be backed up by Protection Explorer.
n Terabytes that will be scanned by File SRM
= Number of instances of each type of application you want to monitor.

4. Select Save Changes.

5. When you are shown the license agreement, accept the license if you agree with
its terms.
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CHAPTER 8

Configuring the Management
Server

This chapter contains the following topics:

“Trap Generation” on page 219

“Setting Up E-mail Notification” on page 221

“Configuring Print Settings” on page 222

“Setting the Date and Time for Scheduled Tasks” on page 225
“Managing Getting Discovery Details” on page 225
“Modifying Collector Settings for Newly Discovered Elements” on page 229
“Managing Product Health” on page 230

“Managing Logging” on page 233

“Managing the Display of Events” on page 241

“Managing File Server SRM” on page 244

“Managing Backup Collection” on page 244

“Managing Reports” on page 248

“Managing Performance Collection” on page 269

“Editing the Locale and Currency Settings” on page 273
“Process Names” on page 275

“Editing a Collector Schedule” on page 276

Trap Generation

You can configure the software so that events received by the system generate
SNMP traps, which the software can send to another event-monitoring system, such
as Micromuse™ Netcool® Solutions or HP OpenView. The software allows up to
five SNMP trap destinations. The software can send either SNMPv1 or SNMPv2
traps. Whichever SNMP version you select will be used for all trap destinations. The
default is SNMPv1. To change the default to SNMPv2, see “Changing the Default to
SNMPv2” on page 220.
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The software provides an SNMP MIB for each SNMP version that you can compile
into your existing enterprise framework. This MIB contains trap definitions so your
enterprise framework can understand the traps. The MIB can be found in AppIQ-
Traps-vl.mib for SNMPv1 or AppIQ-Traps-v2.mib for SNMPv2 located in
the %MGR_DIST%\Tools directory and in the Tools directory on the CIM Extension
CD-ROM. You should only compile one of the two MIBs into your enterprise
framework. Choose the MIB file that corresponds to the SNMP version you are
using.

The software does not have the capability to forward traps received from other
devices. It can take events from Event Manager and create SNMP traps from them.
These traps are generated using an SNMP MIB.

The software does receive SNMP traps from some devices. These traps are translated
into events in Event Manager. When they are sent out as SNMP traps, the
information in the trap will be the same as the original device trap, but the format of
the trap will be different. For example, the trap will contain the original severity and
description information, but the Trap OID, fields, and codes will be different.

To configure trap forwarding:

1. Access the management server, as described in “Accessing the Management
Server” on page 11.

2. Select Configuration > Traps.
3. Select the Enable Trap Generation option.

4. In the SNMP Community String box, enter the SNMP community string, which is
used for filtering.

Important: If you enter a value in the SNMP Community String box, the SNMP
agent must know the SNMP community string entered in the box to receive the
SNMP trap.

5. Click Save.

6. In the New SNMP Destination box, enter the IP address of the server running an
SNMP agent.

7. Click Add.

Changing the Default to SNMPv2

To change the system to send SNMPv?2 traps:

1. Select Configuration > Product Health. Then, click Advanced in the Disk
Space tree.
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2. Click Advanced in the Disk Space tree.
3. Click Show Default Properties at the bottom of the page.

4. Copy the following command. How you copy the text depends on your Web
browser.

outgoingSnmpTrapVersion=v2

5. Return to the Advanced page (Configuration > Product Health. Then, click
Advanced in the Disk Space tree).

6. Paste the copied text into the Custom Properties box. How you paste the text
depends on your Web browser.

7. To make sure the property is not commented out, remove the hash (#) symbol in
front of the property.

8. When you are done, click Save.

You do not need to restart the AppStorManager service for your changes to take
effect.

Setting Up E-mail Notification

Caution — Depending on your license, e-mail notification may not be available. See
the List of Features to determine if you have access to e-mail notification. The List of
Features is accessible from the Documentation Center (Help > Documentation
Center).

The management server provides e-mail notification for reports and policies. For
example, you can set up the management server to notify you by e-mail when the
amount of free space on a host becomes too low.

You must assign an SMTP server from which the management server can send its e-
mail notifications.

To configure e-mail notification:

1. Access the management server, as described in “Accessing the Management
Server” on page 11.

2. Select the Configuration > E-mail Server option in the upper-right corner.

3. Required: Select Enabled to enable e-mail notification.
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4. Required: In the Name box, enter the DNS name or the IP address of the Simple
Mail Transfer Protocol (SMTP) server you want to use to send the e-mail
notification.

5. Required: In the Port box, enter the port of the SMTP server you want to use to
send the e-mail notification.

. In the User Name box, enter a user name for the SMTDP server.
. In the Password box, enter a password for the SMTP server.

. In the Verify Password box, enter the password you entered previously.

O 0 NN O

. Required: In the Sender box, enter the e-mail address of the sender.

This address is displayed in the From box in the e-mail.

10. If you want the replies to go to an e-mail address other than the e-mail address
specified in the Sender box, enter the e-mail address you want to receive replies
in the Reply to box.

11. Click Save.

Caution — You should try sending a test e-mail.

To send a test e-mail:
1. In the To box, enter an e-mail address.

The software verifies that the address entered has a correct form.

2. In the Subject box, enter a subject to distinguish this e-mail from notification of a
real event, for example:

Testing E-mail Notification

3. In the Message box, enter a message, for example:

I'm just testing e-mail notification.

4. Click Send Test Message.

Configuring Print Settings

To configure print settings:

5. Click the = button.
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6. Use the fields on the Paper tab to modify the setup of the page. When you are
done, click Apply. If you want the default settings, click Default.

A preview of the printout is displayed in the right pane.

Caution — Before you change the margins, decide on a unit of measurement.

Paper format - Select the paper size from the drop-down menu.

Unit - Select cm (centimeters) or inch for the margins.

Paper width - Displays the width of the paper. You can modify the
measurement in this field when you select the Custom option in the Paper
format drop-down menu.

Paper height - Displays the height of the paper. You can modify the
measurement in this field when you select the Custom option in the Paper
format drop-down menu.

Top margin - Type a measurement for the top margin.

Bottom margin - Type a measurement for the bottom margin.

Left margin - Type a measurement for the left margin.

Right margin - Type a measurement for the right margin.

Orientation - Click an orientation for the printout.

7. Click the View Selection tab to modify how the printout will appear on the
page. You can modify the following. When you are done, click Apply. If you want
the default settings, click Default.

A preview of the printout is displayed in the right pane.

Caution — Before you change the margins, decide on a unit of measurement.

= Start x - Determines the horizontal placement of the printout on the page with
zero being the closest to the right margin. For example, if the value is 50 for
Start x, the printing starts at 50 inches or centimeters (depending on what you

selected) from the right margin. You can also enter negative numbers.
Anything more than zero expands the printout to another page.

Start y - Determines the vertical placement of the printout on the page with
zero being the closest to the bottom margin. For example, if the value is 50 for
Start y, the printing starts at 50 inches or centimeters (depending on what you

selected) from the bottom. You can also enter negative numbers.
Width - Determines the width of the printout.
Height - Determines the height of the printout.

To remove extra space around the topology, click the Trimmed button.

8. To change how many pages the printout will use, select one of the following.
When you are done, click Apply. If you want the default settings, click Default.

A preview of the printout is displayed in the right pane.
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Caution — Before you change the margins, decide on a unit of measurement.

= Unit - Select cm (centimeters) or inch for the margins.
= Position/Size - Lets you change the position and size of the printout so that it
spans several pages:

Start x - Determines the horizontal placement of the printout on the page
with zero being the closest to the right margin. For example, if the value is
50 for Start X, the printing starts at 50 inches or centimeters (depending on
what you selected) from the right margin. Determines the horizontal
placement of the printout. Anything more than zero expands the printout to
another page.

Start y - Determines the vertical placement of the printout on the page with
zero being the closest to the bottom margin. For example, if the value is 50
for Start y, the printing starts at 50 inches or centimeters (depending on
what you selected) from the bottom.

Width - Determines the width of the printout. If the width entered does not
fit on the page, the printout wraps around to another page.

Height - Determines the height of the printout. If the height entered does
not fit on the page, the printout wraps around to another page.

= Resolution (pixel/unit) - Lets you change the resolution so that the printout
spans several pages.

= Page - Lets you expand the printout so it prints on several pages without
modifying the graphic.

9. To preview your pages, click the Preview tab. Then click the page you want to
preview.

The page appears in the right pane.
10. When you are ready to print, click Print.

11. Click Close.

Note — To revert back to all of the original settings, click the Default button next to
the Print button.
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Setting the Date and Time for Scheduled
Tasks

While configuring the management server, there are several occasions when you will
need to set the date and time for a scheduled task. To set the date and time for a
scheduled task:

=)

1. Click the calendar icon, 13

2. In the Time box, enter the time in 24-hour format with the hour and minutes
separate by a colon, for example, 22:15. Click the date on which you want the task
to run. Today’s date is highlighted in pink. Click Set.

The date and time appear in the Next Scheduled Run box in the yyyy-mm-dd
hh:min format.

If you change the date in the box to a date that does not exist in a month, the
software automatically calculates the date to the next month. For example, if you
enter 2003-11-31, the software assumes the date is 2003-12-01.

3. In the Repeat Interval box, enter an interval. Select one of the following units
from the list:
= Second(s)

Minute(s)

Hour(s)

Day(s)

Week(s)

Managing Getting Discovery Details

You can schedule the management server to obtain discovery details at a specified

interval. The management server provides several types of discovery details:

= Include infrastructure details - If the Include infrastructure details option is
selected, the management server gathers detailed information about the SAN
infrastructure. This process can be network intensive.

m Include backup details - To obtain the latest backup information, select the
Include backup details option, and schedule the discovery to run nightly after
you run your backup sessions. It is recommended you do not schedule the
discovery of infrastructure details and backup details to run at the same time.

Chapter 8 Configuring the Management Server 225



This section contains the following topics:

“Adding a Discovery Schedule” on page 226

“Disabling a Schedule” on page 227

“Editing a Schedule” on page 228

“Removing a Schedule” on page 228

“Modifying Collector Settings for Newly Discovered Elements” on page 229

Adding a Discovery Schedule

Schedule getting details when the network is not busy.

Keep in mind the following;:

All collectors are stopped during a discovery using the Include infrastructure
details option. This means that during the gathering of infrastructure details,
information about the SAN, such as for Performance Explorer, is not updated.
If you are creating multiple discovery schedules, take care to avoid scheduling
conflicts—concurrently scheduled discovery tasks—and ensure that each
scheduled task has enough time to start and finish before the next discovery task
is scheduled to start. See “Do Not Run Overlapping Discovery Schedules” on
page 823.

Do not run Get Detailsfor all discovery groups simultaneously.

Hosts discovered with CIM extensions from Build 5.1 and later of the the product
cannot be added to discovery groups. These hosts can be placed independently
into scheduled Get Details tasks without being part of a discovery group. This
allows you greater flexibility when gathering discovery data.

If you are upgrading from a previous build of the product, and you rediscover
your hosts, they will be moved out of their existing discovery groups. Each
rediscovered host would be placed in its own discovery group. If the original
discovery groups containing these hosts were included in scheduled Get Details
tasks, the schedules would be modified to contain the new discovery groups for
rediscovered hosts.

To schedule discovery details:

1.

N G B~ W

Access the Discovery page by selecting Configuration > Discovery.

. Click the Discovery Schedule tab.

. Click New Schedule.

. In the Name box, enter a name for your discovery schedule.

. In the Description box, enter a description for your discovery schedule.

. Select one or more of the following:
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= Include infrastructure details - If the Include infrastructure details option is
selected, the management server gathers detailed information about the SAN
infrastructure. This process can be network intensive.

= Include backup details - To obtain the latest backup information, select the
Include backup details option, and schedule the discovery to run nightly after
you run your backup sessions. It is recommended you do not schedule the
discovery of infrastructure details and backup details to run at the same time.

= Force Device Manager Refresh - If you want the device managers for HDS
and EMC Symmetrix storage systems to obtain the latest information whenever
getting discovery details. The management server obtains most of its
information for HDS and EMC Symmetrix storage systems from their device
managers. If the device managers do not have the latest information, the
management server also displays the outdated information. For more
information, see “Excluding EMC Symmetrix Storage Systems from Force
Device Manager Refresh” on page 62.

7. Select the Enable check box.

8. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

9. Click Next.

10. Select the discovery groups you want included in the discovery:

Caution — Only the elements in the discovery groups you select are included in
discovery.

d. Select the items in the Discovery Groups section and click the Add Selected
Items to Discovery Group button to move them to the Custom Discovery
Groups section.

e. Click Finish.
The scheduled Get Details operation appears in the list of scheduled discoveries

FIGURE 8-1

Disabling a Schedule

To disable a schedule for getting SAN topology details:

1. Access the Discovery page by selecting Configuration > Discovery.

2. Click the Edit (El.f) button corresponding to the discovery schedule you want to
disable.
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3.
4.
5.

Deselect the Enable option.
Click Next.

Click Finish.
The schedule is disabled.

Editing a Schedule

To edit a schedule:

1.

Access the Discovery page by selecting Configuration > Discovery.

Click the Edit (Ef) button corresponding to the discovery schedule you want to
modify.

If necessary, change the following properties:
s Name

» Description

s Type of discovery

m Schedule

. Click Next.

If necessary, change the discovery groups you want assigned to the schedule.

Click Finish.

Removing a Schedule

To remove a schedule:

1.

Access the Discovery page by selecting Configuration > Discovery.

. Click the Delete ( {I) button corresponding to the discovery schedule you want

to remove.

. When prompted to confirm, click OK.

The schedule is removed.
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Moditying Collector Settings for Newly
Discovered Elements

The management server is capable of collecting many different types of data. Instead
of using a single large process, these data are gathered using many different
collectors. You can decide whether all or some of these collector schedules should
start or stop when a new element is discovered.

To review the list of collectors that are available for each element type, access the
Discovery page by selecting Configuration > Discovery, and click the Collector
Settings tab.

The Default Collector Settings page provides a comprehensive listing of what
collectors are available for each element type and what category each collector is
classified as.

To help you find your collectors quickly, this page offers a set of filters. The filter

area is collapsed by default. To expand the filter area, click the + symbol. The

following filters are supported:

m Element Type — Retrieves the list of collectors designed to support the specified
element types.

m Collector Category — Specifies whether you want to see a listing of all the
collectors, or only collectors designed to gather performance statistics, report
data, or capacity data.

To apply the filter settings, click Filter to refresh the content of the page. To restore
the filters to their default settings, click Reset, and refresh the collector page.

You can modify the default collector settings for all future discovery elements by

clicking the Edit (Bf) button, or by selecting one or more collectors using the
checkboxes and clicking Edit Selected.

The following properties are available when you modify default collector settings:

s Enable selected collectors for newly discovered elements — Each collector
is designed to gather data for a specific type of elements. If you select this
checkbox, the management server will start the selected collectors automatically
whenever it discovers a system matching the element type supported by a
selected collector. This means that the start time of the selected collectors for the
newly discovered system is set to the same time as when the system is
discovered.

If you do not select this checkbox, the collectors are still available to the
discovered elements, but the collector schedules are stopped by default. You can
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start any of the collectors after a system is discovered using one of the Data
Collector Configuration pages. For example, Configuration > Report,
Configuration > Performance, or Configuration > Backup.

m Repeat Interval - Specifies how often the collector should run on a recurring
basis when the management server starts a collector schedule for an element type.

Managing Product Health

To obtain information from Product Health:

1. Add the management server to your discovery list:
a. Select Discovery > Setup.
b. Click the Monitoring Product Health link next to Step 1.
c. Click Add.

2. Discover the management server and include it in Get Details.

The Product Health menu option helps you to monitor and manage the management
server. At installation, a CIM extension is automatically installed on the
management server so you can monitor the management server just as you would
any other host.

Product Health does the following:

m Disk space monitoring - This feature keeps track of the management server’s
use of disk space. See “Enabling Disk Space Monitoring” on page 231.

m Database alert log - The Database Alert Log scans the management server for
critical errors at a specified interval and displays the information in its own chart.
This setup frees up Event Manager for monitoring other elements. See “Enabling
the Scanning of Critical Events of the Management Server Database” on page 240.

m Log files - You can view and download product logs, as described in “Accessing
the Log Files” on page 233 and “Downloading Logs to a File Using the Download
Logs Feature” on page 235.

m Scheduled RMAN backups - This feature lets you schedule RMAN backups.
See “Scheduling RMAN Hot Backups” on page 287. If the buttons on the RMAN
Backup page are disabled, the product is set to No archive mode. See “Changing
the Archive Mode” on page 296 for more information about changing the archive
mode.

m Advanced - This feature lets you modify advanced settings so you can configure
the product to run optimally in your environment. See “Modifying Java Memory
Settings” on page 232 and “Customizing Properties” on page 232 for more
information.
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Enabling Disk Space Monitoring

You can configure the management server to monitor itself just as it would any other
element. This feature lets you monitor the amount of free space the management
server has left. The management server uses disk space for many of its operations,
such as when it collects performance data, gathers element properties, generates
events, and creates a backup.

Caution — To obtain information from Product Health, you must have already
discovered the management server and obtained element details from it. For more
information on how to discover a host, see “Step 1 — Discovering Your Hosts and
Backup Manager Hosts” on page 105.

1. Make sure you have already performed Get Details for the management server.
Discover the management server in the same manner as you would discover a
host.

2. Select Configuration > Product Health.

3. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

4. Click Save Changes.

5. To view the results of the monitoring, click the Results tab periodically.

Viewing the Results of Disk Space Monitoring

To make sure your management server does not run out of space, you should check
the results for disk space monitoring.

Caution — The Results tab appears empty if the management server has not been
included in Get Details. To obtain information from Product Health, you must have
already discovered the management server and obtained element details from it. For
information on how to discover a host, see “Step 1 — Discovering Your Hosts and
Backup Manager Hosts” on page 105.

To access the results for disk space monitoring;:
1. Select Configuration > Product Health.
2. Select Disk Space in the tree.

3. Click the Results tab in the Disk Space window.
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The following information is displayed:

Date/Time

Disk Capacity
Free Space
Database Files
Archive Files
RMAN Files
Temp Tablespace

Advanced Settings

This section contains the following topics:
m “Modifying Java Memory Settings” on page 232
m “Customizing Properties” on page 232

Moditying Java Memory Settings

Do not modify the Java memory settings on the Advanced page (Configuration >
Product Health > Advanced) unless instructed to do so by technical support.
Incorrectly changing these settings could adversely impact the performance of the
software.

Customizing Properties

The management server lets you modify its properties. These properties control a
variety of functionality, such as the ability to specify the number of time-outs for
switches. You can always view the default setting of the properties by accessing the
Default Properties page. To customize properties:

1. Select Configuration > Product Health.
2. Click Advanced in the Disk Space tree.
3. Click Show Default Properties at the bottom of the page.

4. Copy the commands you want to modify. How you copy the text depends on
your Web browser.

5. Return to the Advanced page (step 1 and step 2).

6. Paste the copied text into the Custom Properties box. How you paste the text
depends on your Web browser.
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7. Make your changes in the Custom Properties box. To make sure the property is
not commented out, remove the hash (#) symbol in front of the property.

8. When you are done, click Save.

Managing Logging

This section contains the following topics:

“Accessing the Log Files” on page 233

“Downloading Logs to a File Using the Download Logs Feature” on page 235
“Downloading Logs to a File Using the Log Download Utility” on page 236
“Downloading the User Audit Log” on page 237

“Downloading the Discovery Summary Log” on page 237

“Displaying a Log File in a Command Prompt Window” on page 238
“Changing the Provider Log Level” on page 238

“Enabling the Scanning of Critical Events of the Management Server Database”
on page 240

m “Viewing the Results of Logging” on page 240

Accessing the Log Files

You can obtain information about the software's and CIMOM's transactions in the
log files, which are in the $MGR_DIST%\1logs directory. CIMOM is a component in
the CIM management infrastructure that handles the interaction between
management applications and providers, and there is a trace for the XML received
from a CIMOM. The log files may contain information that is difficult to understand.

Some log files will be more appropriate for your specific needs than others, and

some will be more useful for troubleshooting or other support needs. Some are for

internal use only. The following lists logs files that would likely be the most useful

to you, although it is not a complete list of all the logs.

m appstorm.<timestamp>.log - Provides information about the transactions in
the software, including web messages, EJB information, and general exceptions.

m cimom.log - Provides information about threads with CIMOM, such as provider
transactions.

If you want to view all log files, you can save them in a zip file, as described in
“Downloading Logs to a File Using the Download Logs Feature” on page 235.
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About Log Files

On the management server, the following log files rollover on Startup, at the start of
a new day (midnight), and by size:
» appstorm.<timestamp>.log
AppstormProvisioning.log
AppstormRemoteConsole.log
Discovery.log
GAEDSummary.log
LicenseChanges.log
userAudit.log
All CIMOM logfiles

The following provides information about log file timestamps, sort criteria,
configurable parameters, and adding a trace for the XML received from a CIMOM.

Log file timestamp - A timestamp (YYMMDD-HHMMSS) is inserted into the
filename at its creation, making its origin more quickly identified. (i.e.,
appstorm.20071012-122025.1og).

Log file sort criteria - Logfiles sort in order of their creation, based upon the
timestamp in their filename.

Log file configurable parameters - Configurable parameters for all log files are
these:

s Maximum size of the logfile before it rolls over (MaxFileSize). This
parameter resides in 1og47j.xml and is used to limit the size of an individual
log file.

= Maximum total amount of space the logfile can use (MaxTotalSize). This
parameter resides in 1og43j.xml is is used to limit the total size of a set of log
files (e.g., all appstorm logs).

Log file “appenders” manage the log file rollover when the MaxFileSize and
MaxTotalSize parameters are reached. These parameters can be changed for any
log file by using the appstorm.<timestamp>.log appenders at the following
directory:

<management_server_install_directory>/JBossandJetty/server/appiqg/co

nf/log4j.xml

At the 1og4j . xmldirectory indicated above, change the appender values to the new
desired values:

<parem name="MaxFileSize” value="100MB” /> <!--Max size of a file before it is
rolled over -->

<parem name="MaxTotalSize” value="900MB”/> <!--Max size of a all
these log files, oldest is deleted when size is exceeded -->
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Example 1 (Log file rollover based on size) - Assume the
appstorm.<timestamp>.log file MaxFileSize=100MB and MaxTotalSize=900MB.

n If the size of the current appstorm.<timestamp>.log file exceeds 100MB before
the next day starts, a new appstorm.<timestamp>.log file is created.

» If any rollover occurs, and the total size of all appstorm.<timestamp>.log files
exceeds 900 MB, the oldest appstorm.<timestamp>.log files are deleted until
the total size is below 900 MB.

s Whenever a time-based or size-based rollover occurs, a footer is appended to
the current file, and a header is placed on the new file. These headers and
footers describe why the rollover occurred and the logfile to, or from, which it
is being rolled.

Example 2 (Log file rollover based on time) - Assume a new day occurred. The
current logfile (appstorm.20071012-154625.1og) would receive this footer:
****,0g File Rollover due to Time****

***x**Next Log

File:<Installation_Directory>/logs/appstorm.20071013-000055.1log****

The next logfile (appstorm.20071013-000055.1og) would receive this header:
****1,0g Fle ROllover due to Time****
****pPreviousl Log

File:C:/hp/StorageEssentiaals/logs/appstorm.2007-154625.1log****

Adding trace for XML received from CIMOM - Traces are normally very large files.
For that reason, the trace is turned “off” by default. To add a trace, go into the
properties file in the following directory:

% /JBOSS4_DIST% \server\appiq\conf

At the conf directory, uncomment the line shown below by deleting the pound sign
(#):

#wbem.debug.sml=1

After uncommenting the line, set the level to at least 3 for the XML traces to be
written. After they are written, a user can go to the /JBOSS4_DIST%\bin directory
to view them.

Downloading Logs to a File Using the Download
Logs Feature

If you run into problems with the management server, use the Download Logs
feature to track the problem. This feature saves all the log files in a zip file, which is
then stamped with the date and time (24-hour clock).
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Note — Some of the log files are generated only when you run certain features. For
example, the reports. log file is only generated when you run reports.

To save all logs to a file:

1. Select Configuration > Product Health.

2. Select Log Files in the Product Health tree.

3. Click Download Logs.

4. When you are asked if you want to open or save the file, save the file.

5. Enter a name for the *.zip file, and select the directory to which you want to save
the file.

Caution — Make sure the zip file is saved to a location other than the local disk
drives of the management server.

6. Click Save in the Save As window.

Downloading Logs to a File Using the Log
Download Utility

In addition to the Download Logs feature, there is also an automated process of
gathering and downloading logs that is accessible from a command-line utility. This
command-line utility is helpful in a situation when the user is unable to access the
Download Logs feature from the user interface. For example, if the the management
server is unable to start.

Note — The Log Download Utility does not trigger CIMOM thread dumps,
Environment variable dumps, Port usage information, or the latest JBoss thread
dump information. The Download Logs button on the Configuration screen can be
used to trigger the items not triggered by the Log Download Utility.

To download logs to a file by using the Log Download Utility:

1. Open the Command Prompt window and go to the following directory:

$MGR_DIST%\Tools\logDownloader

2. In the same Command Prompt window, enter the following:

logDhownloader .bat [Target Directory
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The Log Download Utility creates a zip file of all of the log files on the
management server named:

AllLogsxXxX-XxX.zip
where xx-xx is the time stamp of the collection.

The zip file is copied to the following directory unless you specify a different
location:

$MGR_DIST%\Tools\logDownloader

Downloading the User Audit Log

You can determine who has been accessing your machine by viewing the user audit
log.

To access the user audit log;:
1. Select Configuration > Product Health.
Click Download User Audit Log.

Save the zip file.

L

Unzip the zip file.
5. Open the text file in a text editor.
Information is displayed as follows:

[2005-05-09 09:22:24] INFO
[admin/1000/computername.companyname.com] login succeeded

where

m [2005-05-09 09:22:24] - The time and date the action occurred.

m INFO - Level of warning

m [admin/1000/computername.companyname.com] - The user name and DNS
name of the computer used to log into the management server. In this case, the
user logged in as admin from computername.companyname.com.

m login succeeded - the action that occurred.

Downloading the Discovery Summary Log

You can view status information from Get Details by viewing the discovery
summary logs, as described in the following steps:

1. Select Configuration > Product Health.
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2. Click Download Discovery Summary.
3. Save the zip file.
4. Unzip the zip file.

5. Open the GAEDSummary . log file in a text editor.

Displaying a Log File in a Command Prompt
Window

The software ships with tail.exe, which can display and update a log file in a
command prompt window. This utility is extremely helpful if you do not want to
enable the option that lets the management server service interact with the desktop.

To display a log file in a command prompt window:
1. Open a command prompt window.
2. Go to the $MGR_DIST%\1logs directory by entering the following at the

command prompt.
c:\>cd $MGR DIST%\logs

3. Enter the following at the command prompt window:

$MGR_DIST%$\logs>tail -f appstorm.<timestamp>.log

where appstorm.<timestamp>.log is the log file you want displayed in the
command prompt window and <timestamp> is the timestamp for the log file.

The tail.exe utility checks the file for updates and appends them to text in the
command prompt window.

Tail.exe is a program distributed under the GNU General Public License. See
http://www.gnu.org for more information.

Changing the Provider Log Level

The management server obtains information from its discovered elements through
providers, which communicate with the hardware interface. These providers
provide by default superficial logging to the $JBOSS4 DIST%$\server\appig\
logs\appstorm.<timestamp>.log file. You can change the level of logging
provided by selecting the new level of logging from the Provider Log Setting
menu on the Product Health page (Configuration > Product Health), selecting
Log Files and then clicking Apply. Only one logging level option can be selected.
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Use the table “Logging Levels” on page 239 as a guideline for the different options.
Several of the options mention providers. A provider is software that gathers
information from an element, such as a switch.

TABLE 8-1 Logging Levels
Log Level Option Description Use When You
Default Logging Provides superficial logging Do not want additional logging.

Detailed tracing of
Brocade provider

Provides detailed logging of the
providers used to gather
information from the Brocade
switch.

Are having difficulty obtaining
information from a Brocade switch.

Detailed tracing of
CIM Object Manager

Provides detailed logging of the
infrastructure that handles the
interaction between management
applications and providers. The
CIM Object Manager supports
services such as event notification,
remote access, and query
processing.

Are having difficulty obtaining
information from the CIM Object
Manager. You are having difficulty
obtaining information from event
notification, remote access, and
query processing.

Detailed tracing of
CLARIiON provider

Provides detailed logging of the
providers used to gather
information from CLARiiON
storage systems.

Are having difficulty obtaining
information from CLARiiON
storage systems.

Detailed tracing of
HDS provider

Provides detailed logging of the
providers used to gather
information from HDS storage
systems.

Are having difficulty obtaining
information from HDS storage
systems.

Detailed tracing of
HOST/SERVER
provider

Provides detailed logging of the
providers used to gather
information from hosts and servers.

Are having difficulty obtaining
information from hosts or servers.

Detailed tracing of all
providers

Provides detailed logging of the
providers, which gather information
from the elements.

Are having difficulty obtaining
information from more than one
type of element.

Detailed tracing of
SYMMETRIX
provider

Provides detailed logging of the
providers used to gather
information from EMC Symmetrix
storage systems

Are having difficulty obtaining
information from EMC Symmetrix
storage systems.
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Enabling the Scanning of Critical Events of the
Management Server Database

You can configure the management server to scan for only critical events occurring
with the database for the management server at a specified time interval. The
management server displays the results of these scans under Configuration >
Product Health > Log Files. To enable this type of scanning:

1. Select Configuration > Product Health.
2. Select Log Files in the Product Health tree.

3. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

Note — The minimal interval you can schedule is one day. If you select Hour(s),
Minute(s) or Second(s), you must enter an interval that equals more than a day.
For example, if you select Hour(s), you must enter 24 or more. Just as if you select
Minute(s), you must enter 1440.

4. Click the Enable option.
5. Click Save Schedule.

6. To view the results of the scanning, click the Results tab periodically.

Viewing the Results of Logging

You can view when an error occurred and at what time it was discovered by
accessing the Results tab for logging.

To access the Results tab:
1. Select Configuration > Product Health.
2. Select Log Files in the tree.

3. Click the Results tab in the Log Files pane.
The following is displayed:

m Scan Date/Time
s Error Occurred Time
s Error Description
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Managing the Display of Events

This section contains the following topics:

m “Controlling the Display of Cleared and Deleted Events” on page 241
m “Modifying the Clearing and Deletion Frequency” on page 241

m “Configuring the Clearing of Events” on page 242

m “Configuring the Deletion of Events” on page 243

Controlling the Display of Cleared and Deleted
Events

You can control how the management server displays events by modifying one or

more of the following:

m The clearing and deletion frequency - The frequency table determines how
often the user interface in Event Manager removes events and marks events as
cleared. Events always display as they occur in the user interface.

Caution — Events are only removed or marked cleared when their automatic delay
time is completed. See “Configuring the Clearing of Events” on page 242, and
“Configuring the Deletion of Events” on page 243.

m The clearing of events - You can determine how often events are marked
cleared. For more information, see “Configuring the Clearing of Events” on
page 242.

m The deletion of events - You can determine how often events are deleted. By
default, events are deleted every two weeks by. See “Configuring the Deletion of
Events” on page 243.

Moditying the Clearing and Deletion Frequency

You can modify how often the user interface in Event Manager removes events and
marks events as cleared. Events are still displayed as they occur in the user interface.
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Caution — Events are removed or marked cleared only when their automatic delay
time is completed. See the topics, “Configuring the Clearing of Events” on page 242
and “Configuring the Deletion of Events” on page 243.

Assume you set the clearing and deletion frequency to every 15 minutes, with the
initial time at 11:00 a.m., so that every 15 minutes the management server checks for
events marked for deletion and for clearing, and it updates the user interface
accordingly. Now assume Informational events are set to be cleared every hour, and
an Informational event occurs at 12:20 p.m. Exactly one hour later, the management
server marks this event as cleared, but the user interface is not updated, because the
frequency update of the user interface is every 15 minutes. If you look at the Event
Manager at 1:35 p.m., the event is be marked as cleared.

To modify the clearing and deletion frequency:
1. Access the Events page by selecting Configuration > Events.

2. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

Note — The higher the interval, the more demand there is on the management
server.

3. Select the Enable option.

4. Click Save Changes.

Configuring the Clearing of Events

Depending on the severity of an event, the management server may mark the event
as cleared after 60 minutes. Events designated as Major and Critical are never
marked as cleared. You can change the time delay in clearing an event, and you can
specify that the management server never marks an event as cleared.

To help you in filtering events, you may want to have unimportant events marked
as cleared rather than automatically deleted. Depending on how you have
configured the deletion of events, you can view the cleared events at a later time.

The following table shows the default settings for clearing events:
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TABLE 8-2 Default Settings for Clearing Events

Severity Level Default Time Delay to Clear the Event (Hours)
Unknown 1
Informational 1
Warning 1
Minor 1
Major Never
Critical Never

To change the default time delay to clear an event:
1. Access the Events page by selecting Configuration > Events.

2. Do one of the following:
» If you never want an event of the specified severity level marked as cleared,
select the Never option next to the severity level.
= If you want to change the delay time in clearing an event, select one of the
following units of measurement from the combo box and enter the number in
the adjacent box:

Minutes
Hours
Days
Weeks

3. Click Save Changes.

Configuring the Deletion of Events

By default, the management server automatically deletes events after two weeks.
However, you can specify for each severity level different time periods for deleting
events. For example, you can modify the management server to delete events with
the Information severity level every two days. You can also modify the management
server to never delete events with the Critical severity level.

To change the default time delay to delete an event:
1. Access the Events page by selecting Configuration > Events.

2. Do one of the following:
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» If you never want an event of the specified severity level automatically deleted,
select the Never option in the Automatic Delete Delay column.

= If you want to change the delay time in deleting an event, select one of the
following units of measurement from the list, and enter the number in the
adjacent box:

Minutes
Hours
Days
Weeks
For example, if you want events that are a week old deleted, you enter 1 and then

select Weeks in the combo box in the Automatic Delete Delay column.

3. Click Save Changes.

Managing File Server SRM

For information about configuring File Server SRM, see the “Overview of File Server
SRM” chapter in the File Servers Guide.

Managing Backup Collection

This section contains the following topics:

“Viewing Collectors for Backup Servers” on page 244

“Scheduling Backup Collection for Backup Managers” on page 245
“Editing the Schedule of Backup Collection” on page 246

“Setting the Backup Sessions Retention Period” on page 246
“Session Monitoring” on page 246

“Drive Monitoring” on page 247

“Viewing the Status of Backup Collection” on page 247

Viewing Collectors for Backup Servers

The management server uses collectors to gather information for Protection
Explorer. Protection Explorer provides information about backup protection, such as
whether last night’s backup was successful.

244  Sun StorageTek™ Operations Manager 6.0 User Guide e January 2008



To manage collectors for Protection Explorer:
1. Select Configuration > Protection.

2. Select one of the collection tabs. The three collection tabs are Image Collection,
Sessions Collection, and Media Collection.

The following is displayed on the collection tabs:

m Backup Manager - Displays the names of the backup servers.

m Next Scheduled Run - Displays the next time the management server is
scheduled to obtain image details from the backup server.

n Interval in Minutes - Displays how often the management server is scheduled to

obtain image details.

Running - A check mark means the collector is running.

Edit Schedule - Lets you modify the collection details

Start Collectors - Click this button to start the collectors.

Stop Collectors - Click this button to stop the collectors.

Scheduling Backup Collection for Backup
Managers

You can configure the management server to obtain information about your master
backup servers at a set interval. You can obtain image details, session details, or
media details.

Keep in mind the following;:

m Make sure these collectors run at least daily, so the latest backup information is
displayed in Protection Explorer.

m All collectors are stopped during Get Details. This means that during Get Details,
data such as for Protection Explorer is not updated.

m The process of Get Details takes time. It is recommended you perform this
procedure when the network is not busy.

m Itis not possible to run data collectors on quarantined elements. Attempting to do
so will result in exceptions in the appstorm.<timestamp>. log file.

To obtain details for a backup server:

1. Select Configuration > Protection.

2. Select one of the collection tabs.

3. Select the management servers for which you want to obtain details.

Click the Start Collectors button.

SAE

Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.
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6.

Click OK.

The management server gathers information about image, session, or media
details.

Editing the Schedule of Backup Collection

To change when the management server obtains details for a backup server:

1.

2.

Select Configuration >Protection.

Select one of the collection tabs.

Click the Edit (E‘.f) button corresponding to the Backup Manager you want to
modify for its collection of details.

. Click the Start Collectors button.

Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

. Click OK.

The management server gathers information about image, session, or media
details.

Setting the Backup Sessions Retention Period

You can set the retention value for sessions to be stored in the database. To set the
backup sessions retention period:

1.
2.
3.

Select Configuration >Protection.
Click the Retention Configuration tab.

Enter the number of days you would like sessions to be retained. The retention
period must be a minimum of 30 days to a maximum of 1098 days.

. Click Submit.

The retention period is set.

Session Monitoring

To view the current running session details for Backup Manager:
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1. Select Configuration >Protection.
2. Click the Session Monitoring tab.

The following is displayed:

m Backup Manager - Displays the names of the backup servers.

m Next Scheduled Run - Displays the next time the management server is
scheduled to obtain current running session details for the backup server.

n Interval (Minutes) - Displays how often the management server is scheduled to

obtain current running session details.

Running - A check mark means the collector is running.

Edit - Lets you modify the collection details

Start Collectors - Click this button to start the collectors.

Stop Collectors - Click this button to stop the collectors.

Drive Monitoring

To view drive monitoring details for Backup Manager:
1. Select Configuration >Protection.
2. Click the Drive Monitoring tab.

The following is displayed:

m Backup Manager - Displays the names of the backup servers.

m Next Scheduled Run - Displays the next time the management server is
scheduled to obtain drive monitoring details for the backup server.

m Interval (Minutes) - Displays how often the management server is scheduled to

obtain drive monitoring details.

Running - A check mark means the collector is running.

Edit - Lets you modify the collection details

Start Collectors - Click this button to start the collectors.

Stop Collectors - Click this button to stop the collectors.

Viewing the Status of Backup Collection

The management server keeps track of the collections it has completed on the
discovered Backup Managers on the Status tab. The Status tab displays the time
when the collection started and ended on a Backup Manager, in addition to its
status.

To access the Status tab:
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1. Select Configuration > Protection.

2. Click the Status tab.

Managing Reports

This section contains the following topics:

“Architectural Overview of Report Views and Report Cache Refresh” on page 248
“Managing Collectors for Reports” on page 252

“Editing a Collector Schedule” on page 276

“Viewing Scheduled E-mail Deliveries for Reports” on page 255
“Editing E-mail Schedules for Reports” on page 256

“Viewing Data Aging Statistics for Reports” on page 257
“Scheduling Report Cleanup” on page 258

“Refreshing the Report Cache” on page 259

“Setting Up Global Reporter” on page 260

“Managing Custom Reports (Importing and Deleting)” on page 267

Architectural Overview of Report Views and
Report Cache Refresh

Management server reports are based on report views (materialized views), which
are data snapshots of the management server schema at a certain time. The
management server has a refresh process to refresh the report views. You can
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change the frequency of how often the report views are refreshed, as described in
“Refreshing the Report Cache” on page 259. The overall report architecture is
displayed in Figure 8-2, “Report Views and Report Cache Refresh,” on page 249.

Feports
I

" Feport Designer

Feport

Report YWiews (snap shot
Deployment P (snap

of data of management
server schema)

Fefresh Wiews (on
scheduled interval)

MWanagement Management
Server Server

Database

FIGURE 8-2 Report Views and Report Cache Refresh

Suggestion for Scheduling the Report Cache Refresh:

The report cache (report views) is snapshot data of a management server schema up

to a point in time. The report cache refresh is time- and resource-consuming. The

following are guidelines for scheduling report cache refresh:

m To ensure that the report cache has the latest data from Get Details, schedule the
report cache refresh after Get Details finishes.

m Make sure to schedule the report cache refresh during off-peak hours.

For information on how to refresh the report cache, see “Refreshing the Report
Cache” on page 259.

Keep in mind the following:

m After an initial installation, make sure you have already run Get Details. Then,
refresh the report cache to populate it with the data from Get Details. If you do
not refresh the report cache, the cache is still in its initial state, which is empty. If
the cache is empty, so too will the reports be, since they obtain their information
from the report cache.
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m During the report cache refresh, the report views are truncated and repopulated
with the latest data. If a report is run during report cache refresh and the
corresponding view is refreshed, the report is displayed with no data.

Report Refresh Status

The management server has two types of views for its reports. During a report cache
refresh, these views are updated. You can check the status of the following views as
described in this section:

m MVIEWCORE_STATUS - This table keeps track of the refresh status of the core
views. The core views are the views starting with mvc, mvca and mvcs as shown
in Table 13-3, “Description of the Report Views,” on page 554. To obtain detailed
information of MVIEWCORE_STATUS, see Table 13-52,
“MVIEWCORE_STATUS,” on page 586.

m MVIEW_STATUS - This table keeps track of the refresh status of the regular
views, which are views starting with mv_, as shown in Table 13-3, “Description of
the Report Views,” on page 554. To obtain detailed information about the
MVIEW_STATUS, see Table 13-53, “MVIEW_STATUS,” on page 586.

To query the MVIEW_STATUS table:

On Windows:

1. Enter the following at the command prompt:
Sglplus appig system/password

where password is the password for the appiq_system account.

2. Enter the following at the command prompt:

Sgl>col lastRefresh format a30
This command ensures that the data is displayed in a readable format.

3. Enter the following at the command prompt, on one line, with a space between
the closing parenthesis and lastRefresh:

Sgl> select mviewname, to_char(last_refresh_time, 'mm/dd/yyvyy
hh24:mi:ss') lastRefresh,

4. Enter the following at the command prompt:

status

5. Enter the following at the command prompt:

from mview_status

6. Enter the following at the command prompt:

order by 2;
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On Solaris:
1. From the command line change to the SMGR_DIST/install directory.
2. Run the uservars script to set the variables (“eval uservars.sh”)
3. Enter the following from the command prompt:
Sglplus appig system/password
where password is the password for the appiq_system account.
4. Enter the following at the command prompt:

Sgl>col lastRefresh format a30

This command ensures the data is displayed in a readable format.

5. Enter the following at the command prompt on one line with a space between the
closing parenthesis and lastRefresh:

Sgl> select mviewname, to_char(last_refresh_time, 'mm/dd/yyvyy
hh24:mi:ss') lastRefresh,

6. Enter the following at the command prompt:

status

7. Enter the following at the command prompt:

from mview_status

8. Enter the following at the command prompt:

order by 2;
To query the MVIEWCORE_STATUS table:
On Windows:

1. Enter the following at the command prompt:
Sglplus appig system/password
where password is the password for the appiq_system account.
2. Enter the following at the command prompt:
Sgl>col lastRefresh format a30

This command ensures the data is displayed in a readable format.

3. Enter the following at the command prompt on one line with a space between the
closing parenthesis and lastRefresh:

Sgl> select mviewname, to_char(last_refresh_ time, 'mm/dd/yyvy
hh24:mi:ss') lastRefresh,

4. Enter the following at the command prompt:
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status

5. Enter the following at the command prompt:

from mviewcore_status

6. Enter the following at the command prompt:

order by 2;

On Solaris:

1. From the command line change to the SMGR_DIST/install directory.
2. Run the uservars script to set the variables (“eval uservars.sh")

3. Enter the following from the command prompt:
Sglplus appig system/password

where password is the password for the appiq system account.

4. Enter the following at the command prompt:

Sgl>col lastRefresh format a30
This command ensures that the data is displayed in a readable format.

5. Enter the following at the command prompt on one line with a space between the
closing parenthesis and lastRefresh:

Sgl> select mviewname, to_char(last_refresh_ time, 'mm/dd/yyyy

hh24:mi:ss') lastRefresh,

6. Enter the following at the command prompt:

status

7. Enter the following at the command prompt:

from mviewcore_status

8. Enter the following at the command prompt:

order by 2;

Managing Collectors for Reports

The management server uses data collectors to gather information for reports. To
view a report, you must have its corresponding collector running, and your report
cache must be up-to-date. See “Refreshing the Report Cache” on page 259 for details.

To view collectors for reports, select Configuration > Reports, and click the Data
Collection tab.
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For each element, the Report Data Collectors page displays all the collectors that the
management server uses to gather report data. You can decide whether data should
be collected for each element by starting or stopping the collector schedule. If a
collector is gathering data when you stop it, that collector will complete the
collection. You are stopping all future runs of the collector; not the currently active
process. The Enabled column reflects whether you've started your collector schedule
or not.

The Report Data Collector page offers a set of filters to help you find your collectors

quickly. The filter area is collapsed by default. To expand the filter area, click the +

symbol. The following filters are supported:

m Element Type - Use this filter to see the collectors for a specific element type or
for all elements.

m Collector State - Use this filter to see all schedules or only the schedules that have
been started or stopped.

m Element Name Contains - Use this filter to retrieve all the elements whose name
contains the specified string.

To apply the filter settings, click Filter to refresh the content of the Report Data
Collector page. To restore the filters to their default settings, click Reset, and refresh
the collector page.

In addition to changing the collector schedule after an element has been discovered,
you may wish to decide whether a collector schedule should be started or not for
future discovery elements. You can access the default collector schedule settings by
clicking the Default Collector Settings link above the Filter area, or select
Configuration > Discovery, and click the Collector Settings tab. For more
information about the Collector Settings tab, see “Modifying Collector Settings for
Newly Discovered Elements” on page 229.

Caution — All collectors are stopped during Get Details. This means that during
Get Details data is not updated.

Note — It is not possible to run data collectors on quarantined elements. Attempting
to do so will result in exceptions in the appstorm.<timestamp>.log file.

The following table provides details about the Data Collection tab:

TABLE 8-3 About Collectors for Reports

Column Heading

Description

Element

Displays the name of the element from which this collector gathers
information.

Chapter 8 Configuring the Management Server 253



TABLE 8-3  About Collectors for Reports (Continued)

Column Heading

Description

Element Type

Displays the type of element from which the collector gathers information.

Reports Lists the reports for which the collector is responsible for providing
information.
Enabled Displays the status of the collector. Collectors that are running display a

check mark in this column.

Interval (Minutes)

Displays the interval in minutes between collector runs.

Next Scheduled Run

Displays the date and time when the collector is scheduled to run.

Edit

To edit the schedule for running a collector, click the Edit (Qf) button. For
more information, see “Editing a Collector Schedule” on page 276.

Action

Displays one of the following buttons:

» Stop - Stops the collector. The corresponding reports display only
information gathered previously. See “Stopping Collectors” on page 255.

 Start - Starts the collector. When you start a collector, it begins gathering

information for its corresponding reports. See “Starting Collectors” on
page 254.

Starting Collectors

Caution — After you click OK, if the date and time you set has not passed, the
collector starts immediately. If the set time has passed, the collector starts two
minutes after you click OK.

To start a collector:

1. Select Configuration > Reports. Then, click the Data Collection tab.

2. Click the Start button corresponding to the collector you want to start.

To start more than one collector at once, select more than one collector and then
click Start Collectors.

3. Set the date, time, and repeat interval for this task. For more information, see
“Editing a Collector Schedule” on page 276.

4. Click OK.
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Stopping Collectors

When you stop a collector, the management server stops gathering the information

for which the collector is responsible. For example, if a collector is not running, its

corresponding reports are no longer receiving information to display. One of the

following occurs:

m If there was originally no information gathered for the report, no data appears in
the report.

m If information was previously gathered for the report, old data appears in the
report.

To stop a collector.
1. Select Configuration > Reports. Then, click the Data Collection tab.

2. Click the Stop button corresponding to the collector you want to stop.

The collector stops gathering information for its corresponding reports.
To stop more than one collector at once, select more than one collector and then
click Stop Collectors.

Viewing Scheduled E-mail Deliveries for Reports

The Scheduled Deliveries tab displays all e-mail schedules for reports. An e-mail
schedule instructs the management server to send a particular report to one or more
recipients at a regular interval. For example, you could create an e-mail schedule
that sends a host utilization report to your boss on a weekly basis. To learn more
about creating e-mail schedules, see “Adding an E-mail Schedule for a Report” on
page 531.

To view all e-mail schedules:
1. Select Configuration > Reports.

2. Click the Scheduled Deliveries tab at the top of the screen.

All e-mail schedules for reports are displayed.

The following table provides details about the Scheduled Deliveries tab.

TABLE 8-4 Viewing System-Wide E-mail Schedules

Column Name

Description

Recipient

The person who receives the report.

Subject

The subject of the e-mail.
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TABLE 8-4 Viewing System-Wide E-mail Schedules (Continued)

Column Name

Description

Format

The format of the report sent:
e PDF

* Microsoft EXCEL

e XML

Scheduled By

The user who scheduled the report.

Edit

Click the Edit (Bﬁ}) button to edit a schedule. For information about the
options displayed in this window, see “Editing an E-mail Schedule for a
Report” on page 534.

Delete

Click the Delete (ﬂ) button to remove the corresponding schedule.

To delete multiple schedules, select the schedules you want to delete in the
far left column. To quickly select all schedules, select the box to the left of the
Recipient column. Then, click the Delete button above the table.

Editing E-mail Schedules for Reports

Caution — Schedule your reports to be sent soon after a report cache refresh. The
reports display data that is in the report cache. If the report cache contains old data,
the reports you send by e-mail will also show old data. The reports are refreshed
every six hours by default. For example, assume you add an e-mail schedule that
sends a report daily at 7 a.m. Also, assume you schedule your report cache refreshes
to take place daily at 8 a.m. Your reports will most likely show outdated data. It
would make more sense to schedule your report cache refresh at 7 a.m. and then
schedule your reports to be sent soon afterwards. See “Scheduling a Report Cache
Refresh” on page 260.

To edit an e-mail schedule:
1. Select Configuration > Reports.

2. Click Scheduled Deliveries at the top of the screen.

3. In the Edit column, click the Edit (Ef) button.
4. In the To box, change the recipient's e-mail address.

5. In the Subject box, change the subject of the e-mail.
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6. In the Message box, change a message describing the report.

If you are e-mailing reports in bulk, you might want to let users know the e-mail
is being sent by an automated process. You might also want to provide an e-mail
address for users to provide feedback, for example:

This e-mail and its attached report are generated automatically. If
you would like to change how often the report is sent to you or you
want to be taken off the list, please contact

username@companyname . com.

7. From the Format menu, select one of the following formats:
» PDF - Requires the use of Adobe Acrobat, which can be downloaded for free
from http://www.adobe.com.
= EXxcel - Requires the use of Microsoft Excel.
s XML - Requires that the user has an understanding of XML.

8. In the Time to Run box, enter the time you want to send the report in 24-hour
format.

9. Select one of the following options to determine how frequently you want to send
the report.
= Daily - If you selected daily, select how frequently you want the management
server to send the report.

Everyday - The report is sent every day.
Weekday - The report is sent only Monday through Friday.

Everyday for a specified number of days - Fill in the number of days
you want the report to be sent daily. After the specified number of days, the
report is no longer sent. For example, you could use this feature to send
reports to a person’s replacement while the person is away on vacation.

= Weekly - If you selected weekly, use the Frequency menu to select the day of
the week on which you want the report sent.

= Monthly - If you selected monthly, select the time during the month you want
the report sent.

10. Click OK.

Viewing Data Aging Statistics for Reports

Data aging includes Data Rollup and Garbage Collection. Data Rollup controls how
often a set of data is summarized. For example, hourly data is rolled into the daily
table periodically. Garbage Collection refers to how long a set of data is preserved
before it is permanently removed from the database.

The settings on the Data Aging page control data aging for both reports and
performance statistics.
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Caution — Do not modify the data on the Data Aging page unless instructed by
customer support. Changing them incorrectly can adversely affect the management
server.

To view data aging statistics:
1. Select Configuration > Reports.

2. Click the Data Aging tab at the top of the screen.
Data aging statistics are displayed in the table.

Caution — Perform the following steps only if customer support has instructed you
to modify one of the collectors on the page:

3. Click the Edit (24 button.

4. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

5. Click the Enable option.

Note — If you are not allowed to disable the collector, the Enable option is
unavailable.

6. Garbage Collection only: To change how long the data is preserved, enter an
interval in the Preserve box, and then select one of the following from the list to
the right of the box:
= Second(s)

= Minutes

= Hours

= Days

= Weeks

7. Click OK.

Scheduling Report Cleanup

Temporary files are created when you use Reporter to create reports. The report
cleanup does not delete any data. It is used primarily for deleting temporary files
related to report management, such as when a report is viewed in the PDF or
Microsoft Excel format.
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You can schedule how often these files are removed, as described in the following
steps:

1. Select Configuration > Reports.
2. Click the Report Cleanup tab at the top of the screen.

3. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

4. Click the Enable option.
5. Click Save Changes.

Refreshing the Report Cache

The management server gathers information for reports from the database every six

hours. The management server stores this information in its report cache and

displays it when a report is requested. If you are seeing outdated information in the

report, you can refresh the report using one of the following methods:

m Refresh the report cache now. - See “Refreshing the Report Cache
Immediately” on page 259.

m Schedule the report cache to be refreshed. - See “Scheduling a Report Cache
Refresh” on page 260.

Keep in mind the following;:

m If Get Details is occurring, wait for it to finish before clicking Refresh Now. This
technique ensures the database is completely updated and thus your reports will
be as accurate as possible. Get Details collects the latest data. When you refresh
the report cache, the management server transfers the information collected from
Get Details and transfers it to the report cache.

m While the report cache is being refreshed, reports display no data.

Refreshing the Report Cache Immediately
To refresh the report cache now:

1. Select Configuration > Reports.

2. Click the Report Cache tab at the top of the screen.
3. Click Refresh Now.
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Scheduling a Report Cache Refresh

When you schedule the refreshing of the report cache, keep in mind that the higher
the frequency of the report cache interval, the more stress you put on the
management server. A very frequent report cache interval, such as every 10 minutes,
could hurt the response time of the management server to perform other tasks.

If you find you are still viewing old information regarding elements on the network,
you may need to perform Get Details. It is best to perform Get Details at regular
intervals. See “Adding a Discovery Schedule” on page 226.

To schedule a report cache refresh:
1. Select Configuration > Reports.
2. Click the Report Cache tab at the top of the screen.

3. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

4. Click the Enable option.
5. Click Save Changes.

Setting Up Global Reporter

Caution — Depending on your license, Global Reporter may not be available. See
the List of Features to determine if you have access to Global Reporter. The List of
Features is accessible from the Documentation Center.

Global Reporter lets you gather data for global reports from multiple management
servers. For example, lets assume you have three management servers: one in
London, one in Tokyo, and one in New York City. You are located in New York City
and you want to obtain data in your global reports from the management servers in
London and Tokyo, as well as from your own management server in New York City.
Through the use of Global Reporter, you can gather data from all three sites.

When you set up Global Reporter, the management server pulls the data from the
local database views at these sites through the database link. The flow of the data is
shown by the arrows in the figure below. A global reporting view on the server
running Global Reporter contains information in the database that can be used for
local and global reports. The management server in New York is referred to as a
Global Reporter server because it has Global Reporter enabled.
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FIGURE 8-3 An Example of Global Reporting

TABLE 8-5 Description of “An Example of Global Reporting”
Item Description
1 Management server for the SAN in Tokyo.
2 Database containing the local materialized views for the
management server in Tokyo.
3

Management server for the SAN in New York City.
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TABLE 8-5 Description of “An Example of Global Reporting” (Continued)

Item

Description

Database for the Management Server in New York City. It
contains the local materialized views for New York City, in
addition to the global views containing local data from Tokyo,
London, and New York.

Management server for the SAN in London

Database containing the local materialized views for the
management server in London.
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Keep in mind the following when setting up global reporting:
= Multiple Global Reporter Servers - Global reporting can be set up at multiple

sites. Your associates in London and Tokyo can also set up global reporting at
their site so they obtain data gathered by the management server in New York
City.

Multiple Sites - If you do have multiple Global Reporter servers, each Global
Reporter server must contact each site that has the data the Global Reporter
server wants to include in global reports. For example, assume you set up a
Global Reporter server in Tokyo that collects data from a site in London. You also
have another Global Reporter server in New York City. The Global Reporter
server in New York City must contact the Global Reporter server in Tokyo and
the site in London to obtain data from Tokyo and London. If the Global Reporter
server in New York City contacts just the Global Reporter server in Tokyo, it does
not obtain data from the site in London.

Data Gathering - The Global Reporter server gathers data from sites as
scheduled or when the Refresh Now button on the Global Reporter tab is
clicked. The management server pulls data from a site's local materialized views,
which are snapshots of relevant data from the site's local database. During a
refresh, the Global Reporter server contacts each site and attempts to pull data
from its materialized views. If a site's local view is refreshing, the Global Reporter
server skips pulling the data from that view and proceeds to pull data from the
remaining views. The Global Reporter server then attempts to pull data from the
skipped views.

Firewalls - If a site is behind a firewall, the port for the Oracle TNS listener must
be open. For example, if the site uses port 1521 for its TNS listener, this port must
be open on the firewall.

Contact Status - The Contact Status column on the Global Reporter tab only
verifies if the management server was able to contact the site. It does not specify
if the refresh was successful. For example, if the Global Reporter server is able to
contact the site, but the refresh fails. The Contact Status column still reports
“SUCCESS” because the site was able to be contacted. If you have trouble
contacting the site, try pinging it to verify the network connection is working. If
ping works, verify that the management server on the site is running.
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m Unable to Contact Site - If the management server is unable to contact one of
the sites in the Global Reporting list, the refresh process will not start. You can
verify if a site can still be contacted by clicking the Test button for the site. You
may want to try pinging the machine and verify that management server on the
remote server is running. If the site cannot be contacted, remove the obsolete site

from the list by clicking the ) button.

m Security - Users whose role allows them access to view global reporting can view
all the elements throughout the enterprise. Grant access to viewing global reports
only to those who should be allowed to view all elements. Users belonging only
to the following roles are given default privileges to view Global Reporter: CIO,
Domain Admin, and Storage Administrator.

m No data is displayed - The Global Reporter server gathers information the site
has collected. If the site has not collected any data, the Global Reporter server
cannot obtain information from that site. Also, the Global Reporter server cannot
display data until it has refreshed its view. The views are created at installation
time and are empty until the view is refreshed. You can perform an immediate
refresh by clicking the Refresh Now button on the Global Reporter server.

m Data is outdated - The Global Reporter server is as up to date as the sites. If the
views on the sites are outdated, the Global Reporter server gathers this outdated
information. If the management server is unable to contact the site, the Global
Reporter server uses data from its last refresh.

m Version of Sites - The Global Reporter server can contact only sites running the
same build. For example, if you upgrade one site, you must upgrade the rest.

m Removing Sites - To delete a site, click the corresponding Delete (ﬁ) button
for the site. Then, click the Refresh Now button near the bottom of the page. If
you do not click the Refresh Now button and you attempt to create a new site
with the same IP address as the deleted site, the management server tells you the
site already exists. Also, when you delete a site, site names are not removed from
the tnsnames.ora file. Names of deleted sites left in the tnsnames.ora file
do not impact the user interface or the performance of the product. For more
information, see “Remote Sites Are Not Removed from the tnsnames.ora File” on
page 266.

m Editing Sites - You can edit the port number and site name of a site, but you
cannot edit its IP address.

To set up global reporting:

1. The Global Reporter server contacts sites through the IP address/DNS name and
Oracle TNS listener port. Gather the IP address and port number of the Oracle
TNS listener port that each site uses.

2. On the Global Reporter server, go to the Global Reporter tab by selecting
Configuration > Reports > Data Collection.

3. Click the Global Reporter tab.
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4. Click New Site.

5. Enter the information you gathered for a site in the first step.
n [P Address - The IP address or DNS name of a server.
= Port (optional) - The Oracle TNS listener port the site uses. If this box is left
blank, the management server assumes the database on the site uses port 1521.
= Site Name - A name that includes the location of the site, for example,
Londonl. Since data in the global reports is grouped by the site name, it is
recommended you provide a unique site name to differentiate the sites.

Keep in mind the following;:

= The Global Reporter server can contact only sites running the same build. For
example, if you upgrade one site, you must upgrade the rest. After you
upgrade your remote sites, click the Refresh Now button at the bottom of the
page for Global Reporter.

» The remote site is not required to have global reporting enabled in its license.

» If you want data from the Global Reporter server included in global reports,
add the local management server. Enter localhost as an IP Address/DNS
name for your local management server.

6. Click OK.

7. When you are done, click OK.

The management server verifies that it can contact the site and it checks the build
of the management server the site is running. The management server then adds
the site to its list for global reporting.

8. Repeat steps 4 and 5 for each site you want to add.

9. Enable global reporting by selecting the Enable option on the Global Reporter
tab.

10. Set the time you want the refresh to start by doing the following:

a. Click the @ button. In the Time box, enter a time in 24-hour format.
b. Select the date when you want the job to start.

The date is selected.
c. Click Set.

If you click Set after the time you specified has passed, you must reset the
time.

The time and date you selected are displayed in the Next Scheduled Run box.
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11. Set up a repeat interval by typing a number in the Repeat Interval box and
selecting a unit of measurement. For example, if you want the Global Reporter
server to check the views of sites daily, you would enter 1 in the Repeat Interval
box and select day(s) as a unit.

Caution — You must select a repeat interval that is 12 hours or more.

12. When you are done, click Save Changes.

13. To obtain information immediately, click Refresh Now (Configuration >
Reports > Data Collection).

14. When the Global Reporter server is done with updating its views, you can view

the global reports. To view global reports, click Reporter (l'LL )- Expand the
Global node in the tree to view the reports.

You can filter the data viewed in the reports. See “Filtering Data in Global
Reports” on page 529.

Editing Remote Site Information

To modify the information for your remote servers:
1. Select Configuration > Reports > Data Collection.

2. Click the Global Reporter tab.

3. Click Edit (Dﬁ) button corresponding to the remote site you want to modify.

4. Modify the following information for your remote servers that are running the

management server:

= [P Address - The IP address or DNS name of a server. If you change the IP
address, you must modify the 1istener.ora file on the remote server, as
described in the following step.

= Port (optional) - The Oracle TNS listener port the remote server uses. If this
box is left blank, the management server assumes the database on the remote
server uses port 1521.

= Site Name - A name that includes the location of the site, for example,
Londonl. Since data in the enterprise reports is grouped by the site name, it is
recommended you provide a unique site name to differentiate the sites.

5. Click OK when done.

6. If you changed the IP address of the remote server, you must edit the
listener.ora file on that remote server, as described in the following steps:
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a. Log onto the remote site.
b. Stop the service for the management server running at the remote site.

c. Stop the listener service for Oracle (OracleOraHome92TNSListener) at the
remote site.

d. Stop OracleServiceApplQ at the remote site.

e. Open the following file in a text editor on the computer at the remote site:
Microsoft Windows :
%ORA_HOME%\network\admin\listener.ora
UNIX systems:
SORACLE_HOME/network/admin/listener.ora

f. Edit the IP address as shown in the following line:
(ADDRESS = (PROTOCOL = TCP) (HOST = 192.168.10.1) (PORT = 1521))

g. Save the file and exit.
h. Start the listener service for Oracle (OracleOraHome92TNSListener).

i. Start AppStorManager.

Remote Sites Are Not Removed from the
tnsnames.ora File

Each time you add a site for global reporting, its contact information is added to the
tnsnames.ora file. When you delete a site, site names are not removed from the
tnsnames.ora file. Names of deleted sites left in the tnsnames.ora file do not
impact the user interface or the performance of the product. For example, assume
you added the site remotesiteA for global reporting. It would appear in the
tnsnames.ora file as the following:

remotesiteA =
(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST = 192.168.1.2) (PORT = 1521))
)
(CONNECT_DATA =

(SID = appiq)
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Now, let's assume you removed remotesiteA from the user interface by clicking

the corresponding o button for the site and then the Refresh Now button near the
bottom of the Global Reporter page (Configuration > Reports > Data Collection >
Global Reporter). Even though the remote site has been removed from the user
interface, it still appears in the tnsnames.ora file. If you add remotesiteA asa
remote site for global reporting again, another listing will be added to the
tnsnames.ora file. These dual listings do not negatively impact the product.

Managing Custom Reports (Importing and
Deleting)

You can manage custom reports using the graphical user interface. This interface
enables you to import and delete custom reports and is accessed from the Reports
tab under the Configuration choice. The interface eliminates the need to manually
deploy custom reports at customer locations.

To use this feature, click Configuration on the main screen. Then, click Reports.
From the Reports choices, click Manage Custom Reports.

The following screen dispays.
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heduled Deliveries | Data Collection el e Mol Manage Custom Reports

To impert and view a custom report:

Package the report ition, report and datab into a zip file.
Use the Browse button below to specify the name/path of the zip file.
Use the Import button below to import the zip file.

View the report from the "System” link of the Reporter

For more information Please Click Help

Ll i P

Import Reports

Zip file name |[ Browse... | m

Imperted Reports:

.Custolmr.'Report Mne!llepnrl Fle(s}iﬂelete

FIGURE 8-4 Manage Custom Reports Screen

The screen lists these instructions to import and view a custom report:

1. Package the report definition, report template, and database into a zip file.

2. Use the Browse button in the display to speciy the name/path of the zip file.
3. Use the Import button in the display to import the zip file.

4. View the report from the “system” link of the Reporter.

The instructions also remind you to refer to Help for additional information.

After you package the necessary files into a .zip file, use the Browse button to
navigate to the desired .zip file. When ready to upload the selected file, click the
Import button.

After importing, a screen display similar to the following shows the imported report
files. The imported reports can then be viewed from the “system” link of the
Reporter.
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Zp fie name TN import

| The Imported database files are fnGetFieSystems.sql
fnGetlLocalFilesystems.sql

fnGeth yst wnl

The Imported definition files are HostStorageSummaryGrowthbyOrghMonthly xmi

File Location
D\deviMGR_DIST\instaiMatabase\Oracke\SchemaView

0:\deviMGR_DISTinstalMatabase\Oracle\SchemaView
D:\deviMGR_DISTinstalldatabase\Oracie\SchemaView
D:\dev\MGR_DISTUBOSS4\server\appigirep tions

HostStorageSummaryGrowthbyOrgQuarterty.xml  D:\deviMGR_DISTUBOSS4\server\appigireports\definitions

HostStorageSummaryGrowthMonthiy.xmi
H Juarterhy xml

D:\evIMGR_DISTUBOSS4\server\appig\ireports\definitions
N\deMGR NISTURNSS4\serveranni definitinns

Imported Reports Summary:

Customer/Report Name Report File(s)

HostStorageSummaryGrowthbyOrgMonthly
HostStorageSummaryGrowthbyOrgQuarterty
biogen HostStorageSummaryGrowthionthly l]
HostStorageSummaryGrowthQuarterly
SANAttachedFileSystemSummary

FIGURE 8-5 Screen Displays Custom Reports Available

Importing Custom Reports Error Messages

If you attempt to load a file type other than .zip, the system will give an error

message saying that it is not a valid file type.

If you try to import a report that already exists, the system gives an error message

saying the report already exists. In this situation, you must delete the report that

already exists, then import the new report.

Deleting Custom Reports

If you want to delete imported custom reports by clicking Delete, the system

displays a warning message. If you confirm that you want to delete by clicking Yes,
the system deletes the reports and supporting files. You can confirm that the files are
deleted by navigating to the Reporter tab and clicking the link.
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Managing Performance Collection

This section contains the following topics:

m “Managing Performance Collectors” on page 269

“Starting Performance Collectors” on page 271

“Stopping Performance Collectors” on page 272

“Setting the Date and Time for Scheduled Tasks” on page 225
“Viewing Data Aging Statistics for Performance” on page 272

Managing Performance Collectors

The management server uses performance collectors to gather information for
Capacity Explorer and Performance Explorer charts, as well as for monitoring.

To manage performance collectors, select Configuration > Performance, and click
the Data Collection tab.

For each element, the Performance Data Collectors page displays all the collectors
that the management server uses to gather data. You can decide whether data
should be collected for each element by starting or stopping the collector schedule. If
a collector is gathering data when you stop it, that collector will complete the
collection. You are stopping all future runs of the collector; not the currently active
process. The Enabled column reflects whether you've started your collector schedule
or not.

If you are not sure whether you want to start or stop a collector schedule, click
+Statistics to see the list of performance statistics that the collector is designed to
collect. Once the statistics are collected, you can use Performance Explorer to review
the data.

The Performance Data Collector page offers a set of filters to help you find your
collectors quickly. The filter area is collapsed by default. To expand the filter area,
click the + symbol. The following filters are supported:

m Element Type — Use this filter to see the collectors for a specific element type or
for all elements. When you select a specific element type, the Collector Type filter
is adjusted to show you the collector types that are meaningful to the selected
element type.

m Collector State — Use this filter to see all schedules or only the schedules that
have been started (Enabled) or stopped (Disabled).

m Collector Type — Use this filter to see all the collectors for a specific collector
type or all collector types. This filter works in conjunction with the Element Type
filter.
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m Element Name Contains — Use this filter to retrieve all the elements whose
name contains the specified string.

To apply the filter settings, click Filter to refresh the content of the Report Data
Collector page. To restore the filters to their default settings, click Reset, and refresh
the collector page.

In addition to changing the collector schedule after an element has been discovered,
you may wish to decide whether a collector schedule should be started or not for
future discovery elements. You can see the default collector schedule settings using
the Default Collector Settings link above the Filter area, or select Configuration >
Discovery, and click the Collector Settings tab. For more information about the
Collector Settings tab, see “Modifying Collector Settings for Newly Discovered
Elements” on page 229.

Caution — All collectors are stopped during Get Details. This means that during Get
Details, data is not updated. Historical collectors, such as those available from the
Configuration tab, are restarted when they are stopped during Get Details. Any
charts that were active in Performance Explorer when Get Details was started are
not restarted.

Note — It is not possible to run data collectors on quarantined elements. Attempting
to do so will result in exceptions in the appstorm.<timestamp>.log file.

The following table provides details about the Data Collection tab:

TABLE 8-6 About Performance Collectors

Column Heading

Description

Element

Displays the name of the element from which this collector gathers
information.

Element Type

Displays the type of element from which the collector gathers information.

Collector Type

Displays the collector type. Click +Statistics to see the list of performance
statistics that the collector is designed to collect

Enabled

Displays the status of the collector. Collectors that are running display a
check mark in this column.

Interval (Minutes)

Displays the interval in minutes between collector runs.

Next Scheduled Run

Displays the date and time when the collector is scheduled to run.

Edit

To edit the schedule for running a collector, click the Edit (gf) button.
Then set the date and time. For more information, see “Editing a Collector
Schedule” on page 276.
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TABLE 8-6 About Performance Collectors (Continued)

Column Heading Description

Action Displays one of the following buttons:

» Stop - Stops the collector. The corresponding reports display only
information gathered previously. See “Stopping Performance Collectors”
on page 272.

 Start - Starts the collector. When you start a collector, it begins gathering
information for its corresponding reports. See “Starting Performance
Collectors” on page 271.

Starting Performance Collectors

To start a collector:

1. Access the page for performance collectors (Configuration > Performance >
Data Collection).

2. Click the Start button corresponding to the collector you want to start.

To start more than one collector at once, select more than one collector on the
Data Collection tab, and then click Start Collectors.

3. Set the date, time, and repeat interval for this task. For more information, see
“Editing a Collector Schedule” on page 276.

4. If you are asked to provide a proxy host, do the following:
a. Click Browse.
b. Select a proxy host from the menu, and then click OK.
c. Click OK again to set the time for starting the collector.

d. If you do not see any hosts displayed, verify that you have the latest CIM
extension version installed and running on a host that can access the LSI
storage system.

5. Click OK.
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Stopping Performance Collectors

When you stop a collector, the management server stops gathering information for

which the collector is responsible. For example, if a performance collector is not

running, its corresponding statistics are no longer receiving information to display.

One of the following occurs:

m If there was originally no information gathered for the statistic, no data appears
for that statistic.

m If information was previously gathered for the statistic, old data appears for that
statistic.

To stop a collector:

1. Access the page for performance collectors (Configuration > Performance >
Data Collection).

2. Click the Stop button corresponding to the collector you want to stop.

The collector stops gathering information for its corresponding reports.
To stop more than one collector at once, select more than one collector and then
click Stop Collectors.

Viewing Data Aging Statistics for Performance

Data Aging includes Data Rollup and Garbage Collection. Data Rollup controls how
often a set of data is summarized. For example, hourly data is rolled into the daily
table periodically. Garbage Collection refers to how long a set of data is preserved
before it is permanently removed from the database.

The settings on the Data Aging page control data aging for both reports and
performance statistics.

Caution — Do not modify the data on the Data Aging page unless instructed by
customer support. Changing them incorrectly can adversely affect the management
server.

To view data aging statistics:
1. Select Configuration > Performance > Data Collection.

2. Click the Data Aging tab at the top of the screen.
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Caution — Perform the following steps only if customer support has instructed you
to modify one of the collectors on the page:

3. Click the Edit (24 button.

4. Set the date, time, and repeat interval for this task. For more information, see
“Setting the Date and Time for Scheduled Tasks” on page 225.

5. Click the Enable option.

Note — If you are not allowed to disable the collector, the Enable option is
unavailable.

6. Garbage Collection only: To change how long the data is preserved, enter an
interval in the Preserve box, and then select one of the following from the list to
the right of the box:
= Second(s)

Minute(s)

Hour(s)

Day(s)

Week(s)

7. Click OK.

Editing the Locale and Currency Settings

The management server determines which languages and currency to display by
looking at the language and currency settings for the operating system. You can
override the management server’s default locale and currency settings.

For example, assume the user interface for the management server is displayed in
English, but you want to view it in Japanese. You could change the locale in the
management server to Japanese without changing the locale setting of the computer
running the management server.

When you change the locale and currency settings, the following occurs:

m The text in the product changes to the locale you set. For example, if you change
the locale setting to French, the text in the product changes to French. Keep in
mind the online help and PDFs stay in English regardless of the locale setting.

m The currency you selected is displayed in the product.
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Note — The following in the online help looks at the localization of the operating
system instead of the localization settings of the management server: Contents tab,
Index tab, Search tab, Search text, output messages, text for images, and Related
Topics heading. If you set the locale to Korean and your client computer is set to
Japanese, the help components listed above appear in Japanese.

TABLE 8-7  Currency Settings

Abbreviation Full Name

CNY Chinese Yuan

EUR Euro

GBP Great Britain Pound
JPY Japanese Yen

KRW Korean Won

USD U.S. Dollar

To change the locale and currency settings:
1. Select Configuration > Locales.
2. Choose a locale from the Select Locale menu.

3. Choose a currency from the Select Currency menu.

See Table 8-7, “Currency Settings,” on page 274 if you do not know the
corresponding names for the currency abbreviations.

4. Click Change Locale.

5. Restart the management server.

Caution — You must restart the management server for your changes to take effect.

Process Names

This section describes the process names on Windows and Unix systems.
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Process names on Windows

The following process names are displayed in the Windows Task Manager on the
management server:

TABLE 8-8 Process Names on Windows

Process Executable name

Application Server (JBoss) storApplicationServer.exe

CIMOM for Default Discovery Group storCimomDefault.exe

CIMOM for Discovery Group 1 storCimoml.exe

CIMOM for Discovery Group 2 storCimom?2.exe
The executable names for the CIMOM'’s corresponding to the other discovery groups
follow the same pattern as those described above.
Process Names on Unix Systems
The following process names are displayed in UNIX systems by running the ps -
ef command:
TABLE 8-9 Process Names on UNIX systems

Process Executable name

JBoss storApplicationServer.sh

CIMOM for Default Discovery Group storCimomDefault.sh

CIMOM for Discovery Group 1 storCimoml.sh

CIMOM for Discovery Group 2 storCimom?2.sh

The executable names for the CIMOM'’s corresponding to the other discovery groups
follow the same pattern as those described above.

Note — If you are using the prstat utility, all of the processes will be named
Jjava.exe.
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Editing a Collector Schedule

There are several ways to modify a collector schedule:

Locate the collector you want to edit in the collector table, and click the Edit

(@?) button in that collector’s row.

Locate the collector you want to edit in the collector table, and select the collector
using the checkbox in the first column of the table. You can select one or more
collectors this way. Click the Edit Selected button above the collector table to
modify the selected collector’s schedules at the same time.

If you want to modify all of the collectors displayed on the same page of the
collector table, click the checkbox in the first column header, and then click the
Edit Selected button above the table.

If you want to modify all of the collectors displayed on all of the pages, click the
Select All Pages link above the collector table, and then click the Edit Selected
button above the table.

When you edit a collector schedule, you can change the following schedule
properties:

Next Scheduled Run - Specifies a start time for when the collector should run.
Repeat Interval — Specifies how often the collector should run on a recurring
basis.

Spread Start Time - This checkbox can only be selected when more than one
collector is being edited. If you select this checkbox, the management server
automatically adjusts the start time of the selected collectors and spreads the load
of the collectors across the specified repeat interval.
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CHAPTER 9

Database Maintenance and
Management

This chapter contains information about backing up and restoring the database
using the Database Admin Utility.

This chapter contains the following topics:

“Database Maintenance Window” on page 279

“Overview of Backups” on page 281

“Database Mode” on page 282

“Architectural Overview of RMAN Backups” on page 284

“Performing an RMAN Hot Backup” on page 286

“Scheduling RMAN Hot Backups” on page 287

“Viewing Results from RMAN Backup” on page 288

“About the Database Admin Utility” on page 289

“About Database Passwords” on page 302

“Troubleshooting Listener and Database Connection Problems” on page 305

Database Maintenance Window

Schedule a maintenance window of two to four hours weekly during off peak hours
of operation to do the following database maintenance operation:

1.

Stop the service for the management server. See “Restarting the Service for the
Management Server” on page 18.

Access the Database Admin Utility. See “Accessing the Database Admin Utility”
on page 289 for more information.

Using the Database Admin Utility, verify that the database is in an open state and
the listener is running. See “Checking the Database and Listener Status” on
page 291.
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If the database state is not OPEN and shows an error, get the following logs and
then contact technical support:

n Log file for the Database Admin Utility:

$MGR_DIST%/logs/dbAdmin. log

n Database alert log, which can be found in one of the following locations:
On Microsoft Windows: \oracle\admin\APPIQ\bdump
On UNIX systems: SORACLE BASE/admin/APPIQ/bdump

. Reset the temporary tablespace, as described in “Resetting the Temp and Undo

Tablespace” on page 295.

. Export the database, as described in “Exporting the Database” on page 292.

. If the database is running in archive mode, set the database to no-archive mode,

as described in “Changing the Archive Mode” on page 296. Then, clean the
\oracle\oradata\APPIQ\archive on Microsoft Windows and
SORACLE_HOME/oradata/APPIQ/archive on UNIX systems.

Note — The archive directory (\oracle\oradata\APPIQ\archive on Microsoft
Windows and $ORACLE HOME/oradata/APPIQ/archive on UNIX systems)
only exists if you have previously set the management server to archive mode.

. Return the database to archive mode, as described in “Changing the Archive

Mode” on page 296.

. Start the service for the management server.

. If the database is in archive mode, take a current RMAN backup by clicking the

Backup Now button on the Configuration > Product Health > Disk Space >
RMAN Backup. See “Performing an RMAN Hot Backup” on page 286 and
“Architectural Overview of RMAN Backups” on page 284.

On successful completion of RMAN backup, the backup is saved to the following
directory:

= On Microsoft Windows:

$ORA_HOME%\rman\current

= On UNIX systems:

SORACLE_HOME/rman/current

10. Clean the following folders:

= On Microsoft Windows:

$ORA_HOME% \rman\backupl
$ORA_HOME% \rman\backup?2

= On UNIX systems:
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SORACLE_HOME/rman/backupl
SORACLE_HOME/rman/backup?2

TABLE 9-1  Backup Directories in %ORA_HOME%\rman

Directory Contains

current The backup when the Database Server Backup
button was clicked.

log A log of when the backup was done.

backupl Information from the automatic backup (alternating
day).

backup2 Information from the automatic backup (alternating

day).

Overview of Backups

The management server provides the following backups:

Caution — Export and RMAN backups should be done regularly and in

combination.

TABLE9-2 Description of Backups

Backup Type

Description

Files Backed Up

Database Mode

Export backup | Done through the Database

Admin Utility. See “Exporting
the Database” on page 292 for
more information about
exporting the database.

Database Schema, Oracle
network configuration files
(tnsnames.ora,
listener.ora), CIM
repository, File Server
SRM

Does not matter
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TABLE 9-2

Description of Backups (Continued)

Backup Type

Description

Files Backed Up

Database Mode

RMAN HOT The backup is referred to as Database files, Control To do an RMAN hot
backup being “hot” because the files, Redo files, Archive backup, the
management server is still files, Oracle network management server
running while the backup is Configuration files must be set to archive
occurring. You can configure (tnsnames.ora, mode. See “Changing
the RMAN backup to run by listener.ora),CIM the Archive Mode” on
default. See “Scheduling repository, File Server page 296.
RMAN Hot Backups” on SRM
page 287.
RMAN Cold Done through the Database Same files as an RMAN If the management
backup Admin Utility. HOT backup. server is set to no-

archive mode, users
can perform an
RMAN cold backup.
See “Changing the
Archive Mode” on
page 296.

Backup Destination and Operation for RMAN: The management server has three
backup points available for RMAN backups:
= On Microsoft Windows:

$ORA_HOME%\rman\current
$ORA_HOME%\rman\backupl
$ORA_HOME% \rman\backup?2

m On UNIX systems:

SORACLE_HOME/rman/current
SORACLE_HOME/rman/backupl
SORACLE_HOME/rman/backup?2

The scheduled backup writes in the backupl and backup?2 folders, in rotation. The
Backup Now backup from the management server keeps overwriting in the current
folder. See “Architectural Overview of RMAN Backups” on page 284 for more
information about RMAN backups.

Database Mode

The database can be set to archive mode or no-archive mode. This section contains
the following topics:

m “Archive Mode” on page 282

m “No-Archive Mode” on page 283
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Archive Mode

To facilitate the HOT RMAN backup, you must change the database mode to archive
mode, as described in “Changing the Archive Mode” on page 296. The default
database archive destination is

\oracle\oradata\APPIQ\archive on Microsoft Windows and

$ORACLE HOME/oradata/APPIQ/archive on UNIX systems. This destination
can be modified as described in “Changing the Archive Destination” on page 299.

Depending on the input/output of the data, archiving can be in the range of 2.5 GB
to 10 GB per day. The archive folder gets cleaned during on a scheduled RMAN
backup.

When you change the database to archive mode, you reset the logs SCN, set the
archive parameter in the database parameter file and enable the RMAN backup
scheduler. Take a current RMAN backup after switching to archive mode, as
described in “Performing an RMAN Hot Backup” on page 286.

No-Archive Mode

You can change the database mode to run in no-archive mode with RMAN backup
disabled, as described in “Changing the Archive Mode” on page 296. When you
change the database to no-archive mode, you reset the logs SCN, set the archive
parameter in the database parameter file and disable the RMAN backup scheduler.

Caution — Export the database after switching to no-archive mode. See “Exporting
the Database” on page 292 for more information.

Keep in mind the following implications if you do decide to change the database to

no-archive mode:

m If you set the management server to no-archive mode, it is up to you to back up
the management server manually. If you forget to back up your management
server and your management server fails, you will not have a database to import.
To learn more about manual backups, see “Running a Cold Backup” on page 298.
Export the database after you change the database mode to no-archive. See
“Exporting the Database” on page 292.

m Scheduled RMAN backup sessions do not run. If you change the database mode
to no-archive during an RMAN backup, the RMAN backup will error out.

m If the database fails as a result of a corrupt data file, the database can only be
restored to the last export backup available. This requires recreating the database
along with the import.
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Architectural Overview of RMAN
Backups

By default the management server does not backup the database automatically. If
you enabled the database archive mode and RMAN backup as described in
“Changing the Archive Mode” on page 296, the management server backs up the
Oracle instance for the management server every three days and saves the backup
for two weeks. When the management server first performs a scheduled backup, the
backup is saved in $ORA_HOME%\rman\backupl on Microsoft Windows and
SORACLE_HOME/rman/backupl on UNIX systems. The next time the
management server performs a scheduled backup, it is saved in $ORA_HOME$%\
rman\backup2 on Microsoft Windows and as SORACLE HOME/rman/backup?2
on UNIX systems. The management server saves the backup in alternating
directories (backupl and backup2), so you always have a copy of the last backup
and the previous backup. To learn how to change the frequency of the scheduled
backups, see “Scheduling RMAN Hot Backups” on page 287.

You can back up the database at any time by clicking the Backup Now button on
the Database tab. When you back up the database using this technique, the backup is
saved only in

$ORA_HOMES%\rman\current on Microsoft Windows and in
SORACLE_HOME/rman/current on UNIX systems. To recover the database,
contact customer support. See Table 9-1, “Backup Directories in %ORA_HOME%\
rman,” on page 281.

Assume you recently installed the management server and you have not done any
backups. You have schedule the backups to take place every three days. You
performed a backup, and it is stored in the backupl folder. The next scheduled
backup occurs on day 4, and it is saved in the backup2 folder. If your database
fails, you can restore the database from day 1 or day 4. If you have a scheduled
backup on day 7, it is saved to the backupl folder. This backup replaces the backup
from day 1. The available backups are now from day 4 and 7. If you click the
Backup Now button on day 8, the backup is saved in the CURRENT folder because
the backup is recording the current state of the database. If your database fails, you
can restore the database from day 4, 7, or 8, as described in Table 9-3, “Sample
Backup Example,” on page 284:

TABLE 9-3 Sample Backup Example

Available
Day Backup Type Backup 1 Backup 2 Current Backup
Day 1 Scheduled Day 1 backup | - | - Day 1 Backup
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TABLE 9-3 Sample Backup Example (Continued)

Available

Day Backup Type Backup 1 Backup 2 Current Backup

Day 4 Scheduled | ---------- Day 4 backup | - Backups from
Days 1 and 4

Day 7 Scheduled Day 7 backup | - | - Backups from
Days 4 and 7

Day 8 Backup Now | ---------- | e Day 8 Backups from
Days 4,7, and
8

Day 10 Scheduled | - Day 10 backup | - Backups from
Days 7, 8, and
10

Keep in mind the following;:

Only one user at a time can back up the database.

The management server archives files for the backup in a separate directory. Do
not modify the files in this directory (\oracle\oradata\APPIQ\archive on
Microsoft Windows and $SORACLE HOME/oradata/APPIQ/archive on UNIX
systems) .

For average database activity, the management server requires at least 100 GB of
disk space for archive files. If there is higher database activity than average, more
disk space may be required.

Data Saved During a Backup

The following is saved during the backup:

= Management server RMAN backup files —These files contain information
about the elements your management server monitors.

m Oracle Network Configuration Files -The configuration files are
tnsnames.ora and listener.ora.

= CIM Repository

m Property files, such as appiq_jboss.properties

= rmanbackup.log file

m spfileappiq.ora file

Backing up the Database Manually

To back up the database manually:

1.

Before you can back up the database manually, enable the database archive mode
and RMAN backup as described in “Changing the Archive Mode” on page 296.
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2. In the management server, click Configuration > Product Health.
3. Select RMAN Backup in the Product Health tree.

4. Click Backup Now.
The database is backed up.

Performing an RMAN Hot Backup

You can perform an RMAN hot backup instantly. The backup is referred to as being
“hot” because the management server is still running. When you perform an RMAN
hot backup, the following files are backed up:

Database files

Control files

Redo files

Archive files

Oracle network configuration files (tnsnames.ora, listener.ora)

CIM repository

File Server SRM.

Note — The buttons on the RMAN backup page appear disabled when the database
archive mode is disabled. See “Changing the Archive Mode” on page 296 for more
information about changing the archive mode.

To perform an RMAN hot backup:

1. Verify that you have enabled the database archive mode and RMAN backup as
described in “Changing the Archive Mode” on page 296.

2. Click Configuration > Product Health.
3. Select RMAN Backup in the Product Health tree.

4. Click Backup Now.

The management server performs an RMAN backup. When the backup is
complete:

» The Setup tab is refreshed with the status of the manual hot backup.

» The Results tab is updated with the status of the RMAN hot backup and
displays the status of the previous RMAN hot backups (manual and
scheduled).
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Scheduling RMAN Hot Backups

The management server lets you schedule an RMAN hot back up of the database, as
described in the following steps. The backup is referred to as “hot” because the
management server is still running.

Caution — Before you can schedule the RMAN backup, you must enable the
database archive mode and RMAN backup as described in “Changing the Archive
Mode” on page 296. The buttons on the RMAN backup page appear disabled if the
database archive mode is disabled.

To learn more about backing up the database, see “About the Database Admin
Utility” on page 289.

1. Verify that you have enabled database archive mode and RMAN backup as
described in “Changing the Archive Mode” on page 296.
2. Click Configuration > Product Health.

3. Select RMAN Backup in the Product Health tree.

=

4. Click the calendar icon 18],
5. In the Time box, take the following actions:
a. Enter the time in 24-hour format.

b. Click the date on which you want to run the next backup of the database.
Today’s date is highlighted in pink.

c. Click Set.

The date and time appear in the Next Scheduled Run box in the yyyy-mm-dd
format.

If you change the date in the box to a date that does not exist in a month, the
software automatically calculates the date to the next month. For example, if you
enter 2003-11-31, the software assumes the date is 2003-12-01.

6. In the Repeat Interval box, enter an interval. Select one of the following units
from the menu:
= Second(s)
= Minute(s)
= Hour(s)
= Day(s)
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= Week(s)

Note — The minimum interval you can schedule is one day. Whether you select
Hour(s), Minute(s) or Second(s), you must enter an interval that equals more than
a day. For example, if you select Hour(s), you must enter 24 or more. Just as if you
select Minute(s), you must enter 1440 or more.

7. Click the Enable option.
8. Click Save Schedule.

Note — You can always disable the schedule by clearing the Enable option.

When the scheduled RMAN hot backup is complete, the Results tab is updated
with the status of the backup. The status of the previous RMAN hot backups
(manual and scheduled) is displayed in the Results tab.

Viewing Results from RMAN Backup

The results of an RMAN backup can be determined by checking the Results tab for
the date, time, and status of the backup.

To view the results of RMAN backup:

1. Click Configuration > Product Health.

2. Select RMAN Backup in the Product Health tree.

3. Click the Results tab in the RMAN Backup window.

The following information is displayed:

n Date/Time of the backup
m Status of the backup
= Backup folder
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About the Database Admin Utility

The Database Admin Utility allows you to manage your database, from restoring it
from a cold backup to resetting the temp tablespace. The tool provides flexible
importing and exporting features, which let you save time.

To learn more about the Database Admin Utility, see the following topics:

“Accessing the Database Admin Utility” on page 289

“Refreshing the Database Admin Utility” on page 290

“Checking the Database and Listener Status” on page 291

“Use Only the Database Admin Utility to Change the Password of System
Accounts” on page 291

“Exporting the Database” on page 292

“Importing the Database” on page 293

“Re-initializing the Database” on page 294

“Resetting the Temp and Undo Tablespace” on page 295

“Restarting the Database” on page 295

“Restoring a Cold Backup” on page 296

“Changing the Archive Mode” on page 296

“Restore RMAN Backup” on page 297

“Running a Cold Backup” on page 298

“Changing the Archive Destination” on page 299

“Downloading Log Files” on page 299

“Changing the Oracle Listener Password” on page 300

“Resetting the Admin Password for the Management Server” on page 301
“Resetting /Clearing the Database Admin Log File” on page 300
“Warning Messages During Reinitializing the Database” on page 302
“Generating a Support Database” on page 303

“About Importing a Customer Support Database” on page 304
“Troubleshooting Listener and Database Connection Problems” on page 305

Accessing the Database Admin Utility

To access the Database Admin Utility:

1.

2.

Stop the AppStorManager service.

Access the database utility by doing the following on the management server:
= On Solaris:

a. Set the display if you are accessing the Database Admin Utility remotely.

The Database Admin Utility uses Perl. To set Perl in your path, enter the
following command at the command prompt:
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eval ' /opt/productname/install/uservars.sh’

where /opt/productname is the directory containing the software. It is
defined by SAPPIQ DIST.

Caution — You must include the back quotes around the full path to uservars.sh in
the command.

b. Go to the SAPPIQ DIST/Tools/dbAdmin directory and then enter the
following at the command prompt:

perl dbAdmin.pl
The full path to Perl is the following:
SAPPIQ DIST/JBossandJetty/server/appig/remoteScripts/perl/bin/perl

s On Linux:

a. Set the display if you are accessing the Database Admin Utility remotely.

The Database Admin Utility uses Perl. To set Perl in your path, enter the
following command at the command prompt:

/opt/productname/install/setvars.sh
where /opt/productname is the directory containing the software. It is
defined by SAPPIQ DIST.
b. Go to the SAPPIQ DIST/Tools/dbAdmin directory and then enter the
following at the command prompt:
perl dbAdmin.pl
The full path to Perl is the following:
SAPPIQ DIST/JBossandJetty/server/appig/remoteScripts/perl/bin/perl

= On Windows: Go to the $MGR_DIST%$\Tools\dbAdmin directory and
double-click dbAdmin.bat.

Refreshing the Database Admin Utility

The Database Admin Utility requires that JBoss and CIMOM not be in use when it is
operating. If either of these components is in use, the Database Admin Utility will
not work. If you are shown an error message when you start the utility, stop the
AppStorManager service, and then click the Refresh button.
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Checking the Database and Listener Status

To find the database and listener status:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Check Database Status in the left pane.
3. Enter the SYS password in the Password for User SYS box.
4. Click Check Database Status.

The database and listener status is shown in the lower pane.

5. To clear the pane, click Clear All.

Note — The Check database status option is available even when the management
server is running.

Use Only the Database Admin Utility to
Change the Password of System Accounts

The management server uses the following accounts to access and manage the
database for the management server. You should change the passwords to these
accounts to prevent unauthorized access being sure to use only the Database Admin
Utility to make the changes.

Caution — Do not use the Oracle tools to change the passwords.

m SYS - Used for the management server database creation and upgrade. Default
password: change on_ install

m SYSTEM - Used for management server database creation and upgrade, in
addition to database import, export and re-initialization. Default password:
manager

m RMAN_USER - Used for RMAN backup and restore. This user has sys privilege.
Default password: backup

m DB_SYSTEM_USER - Used for all the database activity, including establishing a
connection to the management server database. Default password: password
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You must change the passwords of the SYS, SYSTEM, RMAN_USER, and
DB_SYSTEM_USER accounts by using the Database Admin Utility, so the
management server is aware of the changes. Do not change the password for one of
these accounts by using Oracle. Make sure you keep the new passwords in a safe
location, as it is your responsibility to remember the Oracle passwords.

The management server requires the password to have the following characteristics:
m a minimum of three characters

m starts with a letter

m contains only letters, numbers and underscores (_)

m does not start or end with an underscore (_)

To change the password of a system account:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Change Passwords in the left pane.

3. Select an account name from the User Name box.

4. Type the current password in the Old Password box.
5. Type the new password in the New Password box.
6. Retype the password in the Confirm Password box.

7. Click Change.
The Database Admin Utility changes the password for the specified account.

Exporting the Database

Use the Database Admin Utility to save the database in a format that can be
imported.

Caution — Do not use the export database feature for backing up the server. If you
are interested in backing up the database for disaster recovery, see “Running a Cold
Backup” on page 298.

To export the database:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Export Database in the left pane.
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3. Click Browse to select a file path, enter a file name in the File name box, and
click Open.

Caution — Select a directory outside of the directory tree of the management server.
Then if you remove the management server, you will not lose the saved database.

The file name with its path is displayed in the Database Admin Utility. The .zip
file extension is automatically added to the file name.

4. Enter the password of the SYSTEM account. The default password of the SYSTEM
account is manager.

You are notified when the database process is complete.

5. Select Clear Report Cache if you do not want the report cache to be included
with the database you are exporting. When a user imports this database, the
report cache will be empty until it is refreshed (Configuration > Reports >
Report Cache). This option may save you time with exporting the database if
your database includes a large amount of report data.

6. Click Export Database.

Importing the Database

You can revert to an earlier configuration by uploading a file (*.zip) containing the
database information.

The software stores a snapshot of the data in its database. Since this file is a snapshot
of the network at a certain time, it may not contain your most current network
configuration. If you want to view an up-to-date network configuration and the
latest information about the elements, perform discovery and Get Details.

To import a database:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Import Database in the left pane.

3. Click Browse, select a database file with a .zip extension to import, and click
Open.

The file name is displayed in the Database Admin Utility.

4. Enter the password of the SYSTEM account, and click OK. The default password
of the SYSTEM account is manager.

You are notified when the database process is complete.
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5. Select Populate Report Cache if you want to refresh the reports cache during
the import. Keep in mind that the amount of time to import the database may
increase if you select this option when the database has a large amount of data for
reports. You can instead refresh the report cache from the management server
(Configuration > Reports > Report Cache).

6. (For non-production systems only) Select Include Management DB if you want
to include management data for the management server host. This option, which
is for support purposes only, provides data on the health of the product so you
can determine if there is an issue with the management server itself.

Caution — Do not use this feature on production systems. Selecting this option
affects product health reporting.

7. Click the Import Database button.

Re-initializing the Database

Caution — Re-initializing the database removes everything from the database. This
is not recommended unless you are sure about what you are doing. It is strongly
suggested you export the database before you re-initialize it. See “Exporting the
Database” on page 292 for more information on how to save the database.

Keep in mind the following:

m When you re-initialize the database, all users are logged out of the management
server.

m Ignore the warning messages in the command prompt window that pop up when
the Database Admin Utility runs. See “Warning Messages During Reinitializing
the Database” on page 302 for more information.

To re-initialize the database:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Re-initialize Database in the left pane.

3. Enter the password of the SYSTEM account, and click OK. The default password
of the SYSTEM account is manager.

You are notified when the re-initialization is complete.

4. Click the Re-initialize Database button.
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Resetting the Temp and Undo Tablespace

The temporary and undo tablespace may grow large due to high database activity.
You should regularly reset the temp and undo tablespace to its initial value, as
described in this section.

To reset the tablespace:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Reset Temp Tablespace in the left pane.
3. Enter the SYS password in the SYS Password box.

4. Click Reset Temp Tablespace.

Restarting the Database

You may sometimes need to restart the ApplQ instance of the database. Use this
feature in the Database Admin Utility when the database is down or when you need
to shutdown and restart the database.

To restart the database:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Restart Database Server in the left pane.
3. Enter the SYS password in the SYS Password box.

4. Click Restart Database Server.

Clearing Archives

Archive files can require large amounts of disk space and should be deleted
periodically. Use the Clear Archive option to manage the disk space used by the
Oracle database for the management server. Follow these steps:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Enter the password for the SYS user account and click Clear Archives in the left
pane.

The archives are deleted.
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Restoring a Cold Backup

If you performed an RMAN cold backup, follow the steps in this section to restore
the RMAN cold backup. You can only perform a cold backup if you selected
Disable Database Archive Mode and RMAN Backup. The backup is referred to
as being “cold” because the management server is not running while the backup is
occurring. For information about changing the archive mode, see “Changing the
Archive Mode” on page 296.

To restore a cold backup:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Restore Cold Backup in the left pane.
3. Click Browse.

4. In the File Name box, provide the directory path containing the cold backup
(which may automatically be populated in some Web browsers), but do not
provide a file name. In this release the cold backup is saved in the
COLDBACKUP directory in the path specified by the person who did the cold
backup. The Database Admin Utility automatically notices the backup files in the
directory provided.

5. Enter the password of the SYS account.
6. Click Run Cold Backup.

Changing the Archive Mode

By default the management server database runs in no-archive mode, which requires
you to backup the database manually using a cold RMAN backup. A cold RMAN

backup is an RMAN backup without the management server running. If you want to
take an RMAN hot backup of the database, change the database to archive mode. An
RMAN hot backup is done with the database running while the backup is occurring.

If you decide to leave the database in no-archive mode, see “No-Archive Mode” on
page 283 for additional important information.

To change the archive mode:

1. Access the Database Admin Utility, as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Change Archive Mode in the left pane.

A text message indicating the current status of the archive mode is displayed.
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3. Do one of the following:
= The Enable RMAN Backup button is displayed if the archive mode is
currently disabled. Select this option if you plan to run automated backups
while the management server is running. If the database is already in archive
mode, you can use this option to clean up archive files. See “About the
Database Admin Utility” on page 289 for more information about the
automatic backups.

Changing the database to archive mode resets the logs, sets the archive
parameter in the database parameter file, and enables the RMAN backup
scheduler. After switching to archive mode, take a current RMAN backup
(Configuration > Product Health > Disk Space > RMAN Backup >
Backup Now) as described in “Performing an RMAN Hot Backup” on
page 286.

= The Disable RMAN backup button is displayed if the archive mode is
currently enabled. Select this option if and only if you always shut down the
management server prior to a backup. With the database running in no-archive
mode, you can only cold back up your database. Changing the database to no-
archive mode resets the logs SCN (System Change Number), sets the archiver
parameter in the database parameter file, and disables the RMAN backup
scheduler. See “Running a Cold Backup” on page 298 for more information. Be
sure to export the database after switching to no-archive mode. See “Exporting
the Database” on page 292.

4. Enter the SYS password in the SYS Password box.
5. Click Change Settings.

Restore RMAN Backup

The Database Admin Utility lets you restore the management server database from a
previously scheduled (hot) RMAN backup, which is stored in the following
directories by default: backupl, backup2, and current. You may not have a
previously scheduled (hot) RMAN backup if you selected Disable Database
Archive Mode and RMAN Backup.

To restore the database:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Restore RMAN Backup in the left pane.

3. Select one of the following directories to restore:
s Current - The last restore from when the Database Server Backup button on
the Database tab was clicked.
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= Backup1*
= Backup2*

*Information from the automatic backup (alternating weeks). See “About the
Database Admin Utility” on page 289 for more information about the automatic
backup.

4. Type the SYS password in the SYS Password box.

5. Click Restore RMAN Backup.
The Database Admin Utility restores the selected database.

Running a Cold Backup

If you are running the database in no-archival mode, you should perform a cold
backup frequently. The backup is referred to as being “cold” because the
management server is not running during the backup.

Note — The cold backup does not run if archive mode, which runs an RMAN
backup periodically, is enabled. See “About the Database Admin Utility” on
page 289 and “Changing the Archive Mode” on page 296 for more information.

The following data is saved during a cold RMAN backup:

= Management server RMAN backup files —These files contain information
about the elements your management server monitors.

m Oracle Network Configuration Files —The configuration files are
tnsnames.ora and listener.ora.

= CIM Repository
To run a cold backup:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Run Cold Backup in the left pane.
3. Click Browse to select a file path.

4. In the File Name box, provide a directory path (may automatically be populated
in some Web browsers), but do not provide a file name.
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Caution — The management server saves the backup in a directory called
COLDBACKUP in the path you specified. Any pre-existing content in this directory,
such as previous cold backups, is removed.

5. Enter the password of the SYS account.
6. Click Run Cold Backup.

Changing the Archive Destination

The default archive directory is \oracle\oradata\APPIQ\archive on
Microsoft Windows and $ORACLE HOME/oradata/APPIQ/archive on UNIX
systems. Over time your database will grow. If you feel you are running out of
space, you can add a new volume and change the archive destination to a new
volume, as described in the following steps:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Set Archive Destination in the left pane.
3. Click Browse to select a file path.

4. Enter the password of the SYS account.

5. Click Set Archive Destination.

Downloading Log Files

Use the Download Logs option to view log files generated by the management
server. Download Logs saves all the log files in a zip file, which is stamped with the
date and time (24-hour clock).

Note — Some of the log files are generated only when you run certain features. For
example, the reports.log file is only generated when you run reports.

Follow these steps to download all of the log files for the management server.

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. In the Directory box at the top of the screen, enter the path to an existing
directory or browse to a directory using the Browse button.
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3. Click Download Logs. The log files are saved to a zip file which is copied to the
directory you specified

Note — The Download Logs option is available when the management server is
running.

Viewing the Database Admin
Utility Log File

You can view the Database Admin Utility log file in a separate window following
these steps:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click the View Log button at the bottom of the Database Admin Utility window.

The logs are displayed in a separate window.

Resetting /Clearing the
Database Admin Log File

When you click the View Log button at the bottom of the Database Admin window,

the Database Admin Ultility log file is displayed. You can reset/clear or refresh the

Database Admin log information by doing the following:

m To refresh the log information, click the Refresh button.

m To clear this window, click the Reset Log button at the bottom of the Database
Admin Utility window and click Yes to confirm that you want to refresh the log
information.

Changing the Oracle Listener Password

By default, Oracle provides a blank Oracle Listener Password. To change the Oracle
listener password:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Set Oracle Listener Password in the left pane.
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3. Enter the new Oracle listener password in the New Listener Password box in
the right pane.

Only the following characters are allowed in the password: letters (a — z, A - Z),
numbers (0 — 9) and underscores(_).

4. Enter the new Oracle listener password again in the Confirm New Listener
Password box.

If you want to clear the New Listener Password and Confirm New Listener
Password boxes, click Clear All.

5. Click Set Oracle Listener Password.

The Oracle Listener Password is changed.

Resetting the Admin Password for the
Management Server

If you no longer know the password for the admin user account and you need the
admin user account to access the management server, you can reset its password to
the default, which is password.

Caution — Once you have reset the password, you should change the admin
password to prevent unauthorized access. The admin user account provides full
access to the management server. See “Changing Your Password” on page 186 for
more information.

To reset the admin password:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Reset Product Admin Password in the left pane.

3. Enter the password for the SYS user account in the Password for User SYS box.

The default password for the SYS user account is change _on_install.

Note — If you want to clear the Password for User SYS box, click the Clear All
button.

4. Click the Reset Product Admin Password button.

The admin password is reset to password.
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Warning Messages During Reinitializing the
Database

When you use the Database Admin Utility to re-initialize the database, warning
messages similar to the following appear in the command prompt window that pops
up when the utility runs. You can ignore these messages.

Connected.

Creating FSRM DATA tablespace

Creating FSRM INDX tablespace

Connected.

Warning: View created with compilation errors.
Warning: View created with compilation errors.

Warning: View created with compilation errors.

About Database Passwords

The management server uses the following accounts to access and manage the
database for the management server. You should change the passwords to these
accounts to prevent unauthorized access using only the Database Admin Utility (do
not use the command line or the Oracle tools to change the database password).

TABLE 9-4 Default Passwords for Database Accounts

Account Name Default Password
SYS (database admin user) change_on_install
SYSTEM (database admin user) manager
APPIQ_SYSTEM (management server admin user) password
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You should change the default password after the initial installation to prevent a
security breach. See “Use Only the Database Admin Utility to Change the Password
of System Accounts” on page 291.

Caution — Do not change any database password manually or from the command
line. If a password is changed manually, the Database Admin Utility will not work,
and export, import, and RMAN backup will fail. See “Use Only the Database Admin
Utility to Change the Password of System Accounts” on page 291 for information
about changing database passwords.

How to change the Database Password for the APPIQ_USER account on the
Managed Database Application:
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To discover and manage the database application from the management server, the
APPIQ_USER (GLOBAL) account is used. On all the managed applications the
APPIQ_USER account with the default password of “password” was created when
you configured the management server before you discovered the database
application.

You can change the password for the APPIQ_USER account, but this should done
for all database applications. See “Changing the Password for the Managed
Database Account” on page 156.

For example, if the management server is managing two Oracle and two Sybase
database applications, ask the database administrator to change the password for
APPIQ_USER on all the Oracle and Sybase managed databases to a single password.
Then, change the password for APPIQ_USER on the management server as
described in “Changing the Password for the Managed Database Account” on
page 156.

Generating a Support Database

The Database Admin Utility allows you to generate a support database that can be
used during support calls. This support database is only useful to customer support
representatives for the management server.

Caution — Never import a support database to the management server. The Support
Database is only intended for use by Customer Support.

Follow these steps to generate a support database for customer support use:

1. Access the Database Admin Utility as described in “Accessing the Database
Admin Utility” on page 289.

2. Click Generate Support Database in the left pane.

3. Click Browse, select a path, and enter a file name in the File name box. Select a
directory other than the directory where the management server resides. This
way if you remove the management server, you will not lose the saved database.

4. Click the Open button. The file name and path is displayed in the Database
Admin Utility. The .zip file extension is automatically added to the file name.

5. Type the password of the SYSTEM account. The default password of the SYSTEM
account is: manager.
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6. Select Clear Report Cache if you do not want the report cache to be included
with the support database. When a customer support representative imports the
support database, the report cache will be empty until the report cache is
refreshed. Generating the support database is much faster if you omit the report
data.

7. Optional. Select the Include File Server Data check box if you want to capture
the File Server data. File Server SRM data files are excluded by default in the
support zip file because this data might include confidential directory and file
names.

8. Click Generate Support Database. The support database is created based on
your selections. See “About Importing a Customer Support Database” on
page 304 for more information.

About Importing a Customer Support Database

Caution — Do not import a support database. This funtionality is for only customer
support.

The Import Support Database functionality is for customer support use only.

Importing a support database to your management server, results in the following;:

m Only the admin user will be able to log into the management server, no other user
will be able to log in to the system. To enable other users to log in, the admin user
would need to re-enter the passwords for all other users.

m The passwords for all discovered elements in the database — hosts, switches, and
storage systems would become invalid and discovery would fail for all elements.

Caution — The Include Management DB option, which is for support purposes
only, provides data on the health of the product so you can determine if there is an
issue with the management server itself. Do not use this feature on production
systems. Selecting this option affects product health reporting.

Use Export Database to generate a valid database backup for use on your
management server. See “Exporting the Database” on page 292.
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Troubleshooting Listener and Database
Connection Problems

If there is a problem connecting to the Oracle database from the management server
or you see a JBoss connection problem in appstorm.<timestamp>.log, first
verify that the listener and database are running;

Checking Listener Status:

If you are not able to start the listener contact technical support with the error
message and network files (tnsnames.ora,listener.ora) from the following directory:
= Microsoft Windows:

%ORA_HOME%\network\admin\listener.ora

= UNIX systems:
SORACLE_HOME/network/admin/listener.ora
To verify if the listener and database are running:

m Windows:
s From the command line, enter:

lsnrctl status
This shows you the status of listener. If the listener is not running, enter:
Isnrctl start

s From the Database Admin Utility. See “Checking the Database and Listener
Status” on page 291.
m On UNIX systems:
n From the command line, first login as an Oracle user by entering su -
oracle. Then, enter:

lsnrctl status
This shows you the status of listener. If the listener is not running, enter:
Isnrctl start
» From the Database Admin Utility. See “Checking the Database and Listener
Status” on page 291.
Checking Database Status:

These steps should restart the database. If you receive an error message, contact
technical support.
= On Windows:

» From the command line, enter the following commands:

Saglplus /nolog
Sgl>connect sys/change_on_install@appiqg as sysdba

Sgl> startup force;
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» From the Database Admin Utility. See “Checking the Database and Listener
Status” on page 291.
m On UNIX systems:
n From the command line, first login as an Oracle user by entering su -
oracle. Then, enter the following commands:

Sglplus /nolog
Sgl>connect sys/change_on_install@appiq as sysdba
Sgl> startup force;
s From the Database Admin Utility. See “Checking the Database and Listener
Status” on page 291.
Generating a Support Database for Customer Support:

When contacting Customer Support, you may be asked to generate support
database. See “Generating a Support Database” on page 303.
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CHAPTER 10

Viewing Element Topology and
Properties

This chapter contains the following topics:

“About System Explorer” on page 307

“Accessing System Explorer” on page 310

“About Cisco Switches and VSANSs in System Explorer” on page 310
“About the User Interface for System Explorer” on page 311
“Viewing Storage Elements” on page 332

“Setting Up Custom Commands” on page 358

“Using External Tools” on page 369

“About the Navigation Tab” on page 370

“Viewing Element Properties” on page 375

“Viewing Element Topology” on page 379

“Creating a Virtual Application” on page 390

“The Provisioning Tab” on page 391

“About the Events Tab” on page 392

“Asset Attributes of an Element” on page 393

“About the Collectors Tab” on page 395

“About the Monitoring Tab” on page 396

“About the Policies Tab” on page 396

“Determining If a Host Belongs to a File System” on page 397
“About the Data from CXFS File Systems” on page 397

About System Explorer

System Explorer is the gateway to many features that let you view details about the
discovered elements. System Explorer provides a topology that lets you view how
the devices in your network are connected. For example, direct-attached storage
connections are displayed by a dotted line.
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Another example is the display of Inter-Switch Link (ISL) trunking for supported
Brocade switches. The topology screens, as well as other related displays, show the
ISLs between switches and indicate the total number of ISLs and how many of them
are trunked (for supported switches). For example, 6(3 trunked) means 6 is the total
number and 3 is how many of them are trunked. ISL trunking information for
supported switches is also provided by switch port Properties, switch port Detail
table on the Navigation page, and by Reporter in various predefined reports, .

Note — To view direct-attached storage, you must enable the E button. See
Table 10-1, “Feature of the Toolbar in System Explorer,” on page 312 for more
information.

Use the utilities provided in the toolbar to modify the topology. For example, you
can filter out fabrics and change the placement of elements in the topology through
drag and drop functionality. See “The Toolbar in System Explorer” on page 312 for
more information.

The following tabs, located in the middle pane, provide additional information:

m List - Provides information about the elements by fabric and domain. See “The
List Tab” on page 315 for more information.

m Access - Provides information about zone entries, persistent bindings, and
storage system LUN masking. You can also manage zone, zone aliases, and zone
sets from this tab. See “The Access Tab” on page 317 for more information.

m Path - Provides information about an element's path. See “About the Path Tab”
on page 324 for more information.

When you right-click an element in the topology or in the List, Access, or Path tab, a
menu appears. This menu provides additional functionality, depending on the type
of element clicked, such as telnet or the creation of zone sets. See the topics, “About
the Right-Click Menu Options” on page 326.

If a switch has more than one connection to a host or storage system, the number of
connections is displayed on the line connecting the elements. If there is only one
connection, no number is displayed, since the line indicates that a connection exists.
For HP blade servers, loop based connections are represented by a solid line with
the word LOOP next to it, and NPIV based connections are represented by a solid
line with the word NPIV.

Keep in mind the following:

m If your Java plug-in control panel cache is set to 50 MB, it is recommended you
increase this setting to 100 MB or more. Increasing this setting improves the
reloading performance of System Explorer.

m Individual virtual SANs (VSANSs) for Cisco switches are not displayed in the
topology or fabric tree. The switches in a VSAN are displayed under the fabric to
which their VSAN belongs. See “About Cisco Switches and VSANSs in System
Explorer” on page 310 for more information.
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m ISL connections are not shown as connected ports between two McDATA or
Connectrix switches that are not both managed by EFC Manager or Connectrix
Manager in a fabric.

m The user interface may load slowly while the topology is being recalculated.

m NAS stitching to Windows XP hosts does not appear in the topology.

m If multiple management servers are using the same Windows Proxy, hosts
discovered by other management servers appear in the topology. The Windows
Proxy tracks all Windows hosts discovered. If you have more than one
management server using the same Windows Proxy, the management servers are
aware of all hosts discovered by the Windows Proxy. For example, assume you
have two management servers that are named A and B and are using the same
Windows Proxy. You use management server A to discover hostl, host2, and
host3. You then use management server B to discover only host3. You will see
hostl, host2, and host3 in the topology for management server B, although host3
only appears in the lists for discovery, topology, and Get Details.

m On the Switch Navigation Ports page, a Brocade switch shows an L-Port as an FL-
Port.

m The following IBM HBAs appear as QLogic HBAs in the Navigation and
Properties pages, in addition to reports:
= IBM MS]

s FaStT FC-2/2-133

By double-clicking an element in the topology, you have access to the following

features:

m Navigation - The Navigation tab provides information about an element and how
it relates to other elements in its path. See “About the Navigation Tab” on
page 370 for more information.

m Properties - The Properties tab provides a detailed status of the element. See
“Viewing Element Properties” on page 375 for more information.

m Topology - The Topology tab provides a graphical representation of an element's
path. It displays additional information not found in System Explorer, such as
adapters, slots, and Fibre Channel ports. See “Viewing Element Topology” on
page 379 for more information.

m Chargeback - The Asset Management tab lets you keep track of asset attributes,
such as contact information for the element's owner. See “Asset Attributes of an
Element” on page 393 for more information.

m Collectors - The Collectors tab lets you start a collector for a report and view the
collector’s corresponding reports once the information has been gathered. See
“About the Collectors Tab” on page 395 for more information.

m Provisioning - The Provisioning tab lets you manage zones, zone sets, and zone
aliases, in addition to pools, volumes, LUNs, and LUN mappings. See the topics,
“The Provisioning Tab” on page 391 and “About Provisioning” on page 399 for
more information.

m Events - The Events tab lets you view events for an element. See the topics,
“About Event Manager” on page 605 and “About the Events Tab” on page 392 for
more information.
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m Policies - The Policies tab lets you create utilization polices, which can send an e-
mail, generate an event, or run a custom script when a set threshold for an
element is triggered. See “About Policy Manager” on page 681 for more
information.

Grey Screen When Attempting to Access System
Explorer

Errors may occur if the client computer you use to access the management server has
software that blocks JavaScript and/or pop-ups. You may be shown a grey screen
when attempting to access System Explorer. Other errors include not being able to
get past the login screen, view topology, or perform many other functions. Set your
blocking software appropriately to allow the user interface to function properly.

Accessing System Explorer

To access System Explorer, click System Explorer (+ = )

Keep in mind the following;:

= If you are unable to access System Explorer, make sure your Web browser is
set to allow JavaScript and cookies.

= Java 2 Runtime Environment is required to access several features in the
management server, such as System Explorer. If you are accessing the
management server and you do not have the Java 2 Runtime environment, you
are asked to install it if your Web browser is on Windows. If your Web
browser is on a Solaris system, you must manually install the Java plug-in. See
“Installing the Java Plug-in” on page 12 for more information.

s When you are asked if you want to trust the signed applet for the software,
click Always. The Always option prevents this message from being displayed
every time you access System Explorer.
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About Cisco Switches and VSANSs in
System Explorer

The management server does not display individual VSANSs in its topology or fabric
tree. The switches in a VSAN are displayed under the fabric to which their VSAN
belongs. For example, assume switch_A belongs to VSAN1, and switch_B belongs to
VSAN_2. VSAN_1 and VSAN_2 belong to the same fabric. The management server
displays switch_A and switch_B under the same fabric without their VSAN listed in
the tree.

To determine the VSAN to which a port on a Cisco switch belongs, access the
Properties page for the port. (Double-click the switch in System Explorer, and click
the Properties tab.) Then click the hyperlink for the port in the Properties page for
the switch. You can also view information about Cisco port types, such as TE ports,
by accessing the Properties page for a port.

Note — If a TE port belongs to multiple VSANs, the management server mentions
only the primary VSAN.

About the User Interface for System
Explorer

This section contains the following topics:

“About the User Interface” on page 311

“The Toolbar in System Explorer” on page 312
“Icons Displayed in the Topology” on page 314
“The List Tab” on page 315

“The Access Tab” on page 317

“About the Path Tab” on page 324

“About the Right-Click Menu Options” on page 326

About the User Interface

System Explorer displays an easy-to-use interface, which provides the following:
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m Toolbar - Provides buttons and menus to help you modify the topology in
System Explorer. See “The Toolbar in System Explorer” on page 312.
m Tabs - Provide information about individual elements. The following tabs are

provided:
List - Provides information about the elements by type and by fabric and

domain. See “The List Tab” on page 315.

= Access - Provides access to tools that let you provision and view information
about provisioning. See “The Access Tab” on page 317. Provisioning may not
be available in your build of the product. To determine if you can access the
Provisioning feature, access the List of Features, which is accessible from the
Documentation Center (Help > Documentation Center).

Path - Provides information about an element's path. See “About the Path

Tab” on page 324.
m Right-click menu - Provides features you can use to manage that element. See
“About the Right-Click Menu Options” on page 326.

The Toolbar in System Explorer

Table 10-1, “Feature of the Toolbar in System Explorer,” on page 312 provides a brief
description of the buttons and menus in the System Explorer toolbar.

TABLE 10-1

Feature of the Toolbar in System Explorer

Button

Description

=

Prints the topology.
See “Printing the Topology” on page 338.

[ Exports the topology to an XML file that can be viewed in Microsoft
= Visio.
See “Exporting the Topology to Microsoft Visio” on page 340.
(-_T-‘l% Magnifies the view
@% Decreases the magnification

Lets you set the magnification to a percentage of the default
magnification

Opens a smaller pane, which provides a global view of the topology.
This lets you position the main view to a certain section of the
topology.

See “Using the Global View” on page 337.

Fits the topology to the window, so you can see the entire topology.
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TABLE 10-1

Feature of the Toolbar in System Explorer (Continued)

Button

Description

13

Lets you move an element in the topology.
See “Arranging Elements in the Topology” on page 335.

Lets you move multiple elements at once. This button is not
accessible from the Topology tab.

See “Arranging Elements in the Topology” on page 335.

Lets you move the entire topology at once. Click the Pan (‘@) button,
and then click any place in the topology. Drag the mouse to a new
location.

Updates the layout of the topology and removes the last saved layout
from the database.

Elements that have been manually moved might revert to their
original position. This button is not accessible from the Topology tab.

Saves the current topology, so that when you return to System
Explorer, the saved layout is restored.

This option can be especially useful if you have moved elements in
the topology and you want to keep their current location. This button
is not accessible from the Topology tab.

When you click the button, you are asked if you want the layout to
apply to all users.

* Yes - All users who log in to the management server see the
topology you created. Only users with system configuration
capability can save their layout for all other users

* No - Other users cannot view the topology you saved. The saved
topology appears the next time you log into the management
server.

Opens a new window containing the topology. This feature lets you
view different domains of the topology at once. This button is not
accessible from the Topology tab.

See “About the New Window Option” on page 387.

= Lets you view only selected fabrics in the topology. This button may
not be accessible from the Topology tab.
See “Filtering Fabrics” on page 348.

E:: In Capacity Explorer, hides the lower pane.
Change Observer button - Monitors changes in the database status on

the server. When changes are detected, the button turns amber. Click
on the amber button and a pop-up window displays the elements that
have changed on the server. When no changes are detected, the
button is greyed out.

]

Reloads the Change Observer button to display the latest changes to
elements on the server.
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TABLE 10-1 Feature of the Toolbar in System Explorer (Continued)

Button

Description

Search I

Lets you find an element by name or by Worldwide Name in the
topology. You can enter part of the information, and the management
server highlights the elements that match.

After you populate the search box, click H or press ENTER.

To expand the Search box, close the left pane. See “Opening and
Closing the Left Pane” on page 8 for more information.

Severity [ Warming | w &

Infarmational h

Displays the event severity icons for the elements displayed in the
topology.

See “Viewing Event Status in the Topology” on page 349. This feature
is disabled for Performance Explorer and Capacity Explorer.

W

Calculates the topology paths. Clicking this button also allows you to
view direct attached storage in System Explorer. Direct attached
storage is indicated by dotted lines. If any of the paths are not fully
calculated, a pop-up window displays a list of all the hosts with
partially calculated paths.

‘3

Displays the backup topology. The backup topology is also displayed
in Protection Explorer.

See “About Protection Explorer” on page 753 for more information
about the backup protection provided in this product.

Icons Displayed in the Topology

Table 10-2, “Icons Displayed in the Topology,” on page 314 provides a brief
description of the icons displayed in the System Explorer topology.

TABLE 10-2 Icons Displayed in the Topology

Icon

Description

J

Indicates an application.

Fila Sarvar

Indicates a file server.
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TABLE 10-2 Icons Displayed in the Topology (Continued)

Icon

Description

=

Indicates a host. This particular icon is for a host running
Microsoft Windows.

Indicates a storage system.

Indicates a switch. This particular icon is for a Brocade switch.

Indicates a filer. This particular icon indicates a NAS filer.

Indicates a tape library.

The List Tab

The List tab provides information about the elements by type, by cluster, or by fabric
and domain.

To find the fabrics in a domain, expand the domain node. You can see the elements
in each fabric by expanding the fabric node, as shown in the following figure.

List I .ﬂu:cessl F‘athl
by List “dew

Eiﬂ] Domain A

g o

1 ---:H= 10:00:08:00:88:40:00:FE
e = 100000300 :38:40:34:2 B
10:00:08:00:88:A0:64:14
10:00:00:60:69:50:11:B3
10:00:00:60:69:30:26:00
10:00:00:60:69:10:40:50

~EE unknown

FIGURE 10-1 Expanding the Fabric Node
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The “unknown” Fabric lists elements that have a Fibre Channel port connected to an
undiscovered Fabric or that have a Fibre Channel port that remains unconnected.

When you click a fabric name in the tree, its members are highlighted in the right
pane, as shown in the following figure.
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- ..'f:_ 10:00:00:60:69:10:92:31
:: 10:00:00:60:69:50:08 34
[-EI »';u=_ unknoun

& Al Bements

Microsoft Exchange 2000
HDS9910@@192.168.1.236

e

YAMATO QA1 |

000183500570 (Sym ;1 3830)

FIGURE 10-2 Highlighting a Fabric's Members in the Topology

When you right-click an element in the List tab, a menu is displayed. The options
displayed depend on the type of element you clicked. See “About the Right-Click
Menu Options” on page 326 for an explanation of the options in the menu.

Viewing Clustered Elements

You can also view elements that are part of a host cluster or application cluster. To
find the elements in a cluster, expand the Host Clusters or Application Clusters
node. When you click a cluster name in the tree, its members are highlighted in the
topology.

Viewing Elements by Type

You can view elements by type under the All Elements node on the List tab. This is
especially helpful in determining how many elements you have of a specified type,
such as the number of storage systems.

When you expand the tree of the element type node, all elements of that type are
listed. If you select the element type node, all elements of that type are selected in
the topology. For example, assume you want to determine the number of
applications that the management server monitors. When you expand the tree of the

316  Sun StorageTek™ Operations Manager 6.0 User Guide e January 2008



by List Wew

Applications node, the applications are listed. When you select the Applications
node, the applications are highlighted in the topology, as shown in the following
figure.

Ei?] Domain & Dracls Oracle Dracls DOracle Dracls

E& Al Bemernts k| | \‘i “i \,‘i

-

|'£|--~T;u=_ 10:00:02:00:58:40:24:2B

-- ii Hosts

& Switches

hroo Dem finahce ail listore

|stare

j Demo

- & Storage Systems QASERVERD2

FIGURE 10-3 Highlighting the Applications in the Topology

If you select an element in the left pane, the element is highlighted in the topology.
You also have access to additional functionality by right-clicking the element. See
“About the Right-Click Menu Options” on page 326 for more information.

The Access Tab

The Access tab provides information about the following:
m Zone entries

m Host bindings

m Storage system LUN masking

You can also manage zones, zone aliases, and zone sets from this tab by right-
clicking an element. See “About the Right-Click Menu Options” on page 326.

Obtaining Information About Zone Entries
To view the zone entries in a domain, expand the tree for the domain, fabric, and

zone set. Select the zone set node to see the members of the zone set highlighted in
the right pane, as shown in the following figure.

Chapter 10 Viewing Element Topology and Properties 317



List Access | peth| :
& Focezs Waw
=k £2] Domain A 24 Domain & |
|:| @ Zone Ertries

:Ez 10:00:03:00:28:40:24:28
i :Ez 10:00:03:00:28:40:00:7E
EI :: 10:00:00:60:68:20:26:00

| »

Exchange

Microsoft EXchange 2000

4 DS9910@ 192.168.1.236
:| (S DAServerd2_FAI

;| () SWKURra5_FAI3E
¥l €3 grommit_LSI0A

¥ () DABMCSED]_Fa
¥ () DABMCSEDT_F&
#]- () SKNALFF_FAIR:

¥ () challenger?_FA16
Y W Tact F&12R

7Atnn

YAMATO
000183500570 (Symnig: 3830)

FIGURE 10-4 Members of a Zone Set

The & icon is displayed next to the name of the active zone set. The © icon is
displayed next to the inactive zone sets.

To view members of a zone, do one or more of the following;:

m Expand the node of the zone in the tree. The software displays the zone members
underneath the node of the zone.

m Click the node of the zone in the tree. The software highlights the zone members
in the right pane.
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FIGURE 10-5 Displaying a Zone Member and its Switch

To view the relationship of the zone member to the switch, click the zone member in
the tree. The software highlights the zone member and its switch.
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FIGURE 10-6 Zone Member to Switch

To view information about a zone member's port, expand the zone member node, as

shown in the following figure. Notice that when you select the zone member node in
the tree, it appears highlighted in the right pane.
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FIGURE 10-7 Obtaining Information About a Zone Member's Adapter

Obtaining Information About Host Bindings

To view the elements that have host bindings, click the Host Bindings node in the

tree. The software highlights the elements that have host bindings in the right pane,
as shown in the following figure.
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FIGURE 10-8 Highlighting Elements with Host Bindings

To view a host binding, click the HBA node in the tree. The HBA node is under the
element node.

When you click the HBA node, the host and the element to which it has the binding
are highlighted. A green line between the two elements indicates they have a
binding, as shown in the following figure:
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FIGURE 10-9 Displaying Host Bindings

To view information about the ports on an HBA card, expand the HBA node in the
tree, as shown in the following figure:
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FIGURE 10-10 HBA Port Properties
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Obtaining Information About Storage System LUN Masking

To obtain information about a storage system’s LUN masking, expand the fabric
node, and then expand the storage system node, and click the Fibre Channel port.
The values of the WWNSs are displayed under the node, and the storage system is
highlighted in the right pane, as shown in the following figure.
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FIGURE 10-11 WWN Properties
The software displays properties of the WWN. If the LUN has a LUN masking,

expand the LUN node to obtain information about the LUN masking, as shown in
the following figure.

Chapter 10 Viewing Element Topology and Properties 323



Lizt ACCESS l Pathl
—{ki Focass ew
EI 2| Domain A
[+-(55 Zone Entries
s Host Bindings
Elﬂ Storage System LUK Access
|j---- u IZIEIEHBESDDETD [Symm4g:3830)
1 FA12B
E@,I’ F 168
i L= LUN=1, valume=001, Size=4.215 MB (Default Access)
o= LUN=11, “olume=00B, Size=4 215 MB (Default fccess)
o= LUN=12, Yolume=00C, Size=4,215 MB (Default focess)
olume=000, Size=4,315 MWB [DefaultAc i
‘% @ LUN—13. “wialume=000, HbaPort=Adapter 0 Part O, WAH=10000000:92400c2 (Defaultfocess)

FIGURE 10-12 WWN Properties

To view a LUN masking, expand a LUN node.

About the Path Tab

The Path tab provides information about an element's path. By clicking a host's
node, you can determine the host's path in the application.

When you expand a domain node, if any of the paths for hosts are not fully
calculated, a pop-up dialog box displays a list of all the hosts with partially
calculated paths. In addition, the current state of the path calculation is appended to
the node name.

When you click a host node in the tree, the elements in the host's path appear
highlighted in the right pane, as shown in the following figure.
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Caution — If you are using the Load-on-Demand feature, you must load the path
first by expanding the tree node. If a path tree node is not loaded, there are no
elements under the path node and no highlighting occurs. For more information
about the Load-on-Demand feature, see “System, Capacity and Performance
Manager Preferences” on page 187.
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FIGURE 10-13 Obtaining Path Information

You can also determine the elements in a hosts path by expanding the Application
Path and Path nodes under the host node in the tree, as shown in the following
figure.
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FIGURE 10-14 Path Information Visible in the Tree

When you right-click an element in the List tab, a menu is displayed. The options
displayed depend on the type of element you clicked. See “About the Right-Click
Menu Options” on page 326 for an explanation of the options in the menu.

About the Right-Click Menu Options

When you right-click an element in the topology pane or in the List, Access, or Path
tab, you see a menu. The options displayed in the menu depend on the type of
element clicked.

See the following table for an explanation of the options displayed for elements
right-clicked in the topology or in the List or Path tab. For the options on the Access
tab, see Table 10-4, “Menu Options on the Access Tab,” on page 331.
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Note — Right-click menu options are not available to undiscovered fabrics.

TABLE 10-3 Menu Options Accessible from the Topology*

Menu Option Description

Go to This menu option redirects you to the Navigation page. If the element is labeled
Navigation discovered, you are shown the Properties page. Elements are labeled discovered
Details when the management server has discovered the element but cannot obtain

additional information about it. See “About the Navigation Tab” on page 370.

Go to Element
Topology

Displays a graphical representation of the path of an element. This also includes
multipathing. See “Viewing Element Topology” on page 379.

Show Events

Displays the events for an element. See “About the Events Tab” on page 392.

Show Policies

Displays the Policy tab for the element. You can then view, add, modify, and delete
polices assigned to the element. See “About the Policies Tab” on page 396 for more
information.

Update Element
Data

The management server gathers new and changed details from the element and then
redraws the topology with the updated information.

The Update Element Data functionality does not detect
element components that have been removed, such as ports
and LUNSs. For example, assume you removed several
LUNSs from an array. If you right-click the storage system
and select Update Element Data, the LUNSs still appear in
the user interface. You must perform Get Details for the
deleted LUNSs to be removed from the user interface. See
“Get Details” on page 91.

Show Impact

Highlights the elements that are impacted. See “Showing the Impact of an Element”
on page 344.

Show Cluster
Impact

Highlights the elements that are impacted. See “Showing the Impact of an Element”
on page 344.

Show Port Lets you determine the use of each port for all elements in the network. See
Details “Viewing Ports” on page 343 for more information.

Build/Edit Lets you manually build or edit host and application clusters. See “Host and
Cluster Application Clustering” on page 165.
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TABLE 10-3 Menu Options Accessible from the Topology* (Continued)

Menu Option Description

External Tools Provides several ways to access an element:

* Telnet - Lets you access a host or a switch through the telnet utility. The Telnet
feature is accessible only to Web browsers on Microsoft Windows operating
systems.

* Browse - Lets you access the main Web page for a host or a switch.

» Set Up External Tools - Lets you add URLs for accessing the management
tools for the storage system. In some instances, the management tool for the
storage system is accessible from this menu. For example, HiCommand for HDS
storage systems and Command View for HP XP storage systems are accessible
from the External Tools menu.

See “Using External Tools” on page 369 for more information.

Discovered Lets you group unnamed generic hosts. It provides the following options. See

Elements “About Hiding Generic Hosts” on page 356.

* Hide Generic Hosts for the Switch - Hides unnamed generic hosts that are
connected to the switch. See “Hiding Generic Hosts for a Switch” on page 356.

+ Expand Generic Hosts for the Switch - Displays hidden unnamed generic
hosts that are connected to the switch. See “Expanding Generic Hosts for a Switch”
on page 357.

* Hide Generic Hosts for All Switches - Hides unnamed generic hosts
connected to all switches. See “Hiding Generic Hosts for All Switches” on
page 357.

» Expand Generic Hosts for All Switches - Displays hidden unnamed
generic hosts that are connected to the switches. See “Expanding Generic Hosts for
All Switches” on page 357.
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TABLE 10-3 Menu Options Accessible from the Topology* (Continued)

Menu Option

Description

Provision

Provides provisioning tools for switches and storage systems:

Switches - Lets you activate and deactivate zone sets, in addition to managing the
following;:

e Zone aliases (Not applicable to McDATA switches)

* Zones

e Zone sets (The delete zone set option is disabled for active zone sets).

Notes:

¢ When McDATA or Connectrix switches are discovered through a proxy by using

SNMP, you cannot view or perform any provisioning operations for those
switches. For example, you cannot view zone sets, zones, or zone aliases.

* When McDATA or Connectrix switches are discovered by their IP address by
using SNMP, you can only view the active zone set and its members. You cannot
create, modify, or delete a zone set or its members.

Storage Systems - Lets you manage the following:

e Storage pools

* Volumes

¢ Host security groups

These options are offered only when supported by the storage system.

See “The Provisioning Tab” on page 391, “SAN Zoning Overview” on page 401 and
“Setting Up Storage Partitioning” on page 422 and for more information.
Provisioning wizards may not be available in your build of the product. To
determine if you can access Provisioning wizards, access the List of Features, which
is accessible from the Documentation Center.

Add Virtual
Application

Lets you add a virtual application so you can monitor it. A virtual application is a
placeholder you create for an application. For example, you could create a virtual
application for an application that was created just for your company. See “Adding a
Virtual Application” on page 333.

Set Business
Cost

(Applications only)

Lets you assign a business cost to an application. See “Assigning a Business Cost to
an Application” on page 346.

Delete Element

Removes an element and its discovery instance from the system. It also removes
other elements discovered through the removed element.

Important: If you are blocking pop-ups in a Netscape or Mozilla Web browser, and
you use the right-click menu to delete an element from System Explorer, the Delete
window is blocked, and you are unable to delete the element. You must disable the
pop-up blocker before you can delete the element.

Adding a
Custom
Command

Lets you run a custom command on an element, for example to start an executable or
a script. See “Adding a Custom Command” on page 359.
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TABLE 10-3 Menu Options Accessible from the Topology* (Continued)

Menu Option Description

Group together Lets you group “Discovered” hosts and storage systems.

with other See one of the following topics:

elements ® “Grouping Discovered Hosts” on page 351
* “Grouping Discovered Storage Systems” on page 353

Ung roup into Lets you ungroup “Discovered” hosts and storage systems.

multiple See one of the following topics:

elements ¢ “Ungrouping Discovered Hosts” on page 352
¢ “Ungrouping Discovered Storage Systems” on page 354

Recalculate Lets you know about topology changes. The management server contacts the

Topology elements on the topology list (Discovery > Topology) to determine topology
changes. The management server uses this updated information to redraw the
topology.

Change Fabric Lets you change the name of the fabric. See “Changing the Fabric Name” on page 355
Name for more information.

(Only Available
from the List Tab)

* Additional menu items may appear for types of automators and advisors, such as
Reachable Storage. The descriptions of the right-click menu options for a fabric
appear in the following section, since these menu options are only accessible from
the List tab.

When you right-click a fabric in the List tab, you are shown the following options:

m Change Fabric Name - Enter the new fabric name in the Change Fabric Name
window, and then click OK.

m Go to Properties - Displays the properties of the fabric. See “Viewing Element
Properties” on page 375 for more information. It also provides access to the
Events and Provisioning tabs. The Events tab displays events occurring within the
fabric. The Provisioning tab lets you set up and manage zone provisioning.
Provisioning wizards may not be available in your kit. To determine if you can
access Provisioning wizards, access the List of Features, which is accessible from
the Documentation Center.

m Delete This Fabric - Deletes a fabric. When you are asked if you want to delete
the fabric, click Yes if you do not mind waiting for the management server to
recalculate the topology. If the elements in the deleted fabric do not belong to
another fabric, they are moved to the “unknown” node on the List tab.

Provisioning features are available from the right-click menu in the Access tab.
When you right-click a zone, zone alias, or zone set in the Access tab, a menu is
displayed. The provisioning options displayed in this menu depend on the type of
element clicked.
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Caution — If you do not see the provisioning features from the right-click menu,

your license does not allow you to access provisioning.

The following table describes the menu options. To learn more about each task and

its required steps, see “Provisioning” on page 399.

TABLE 10-4 Menu Options on the Access Tab

Task

To Perform Task, Right-Click...

Activate a zone set!

Modify a zone set!

Delete a zone set!3

A zone set under the Zone Entries node.

E@ Zu.:-ne Enitries
[=]--@== 100:00:60:69:50:11:E2
L4

@ Gram frtivate this zone set
@ GROWY  Maodify this zone set
#-(5) UA%ery  Delate this zone set

m% TII'I:IITZ Frror

Create a zone!

A zone with the blue folder icon under a
fabric node.

oo vt et
=&

Creake a new zone
: R e —m e = -

Delete a zone!

A zone under the Zone Set node.

Modify a zonel

Eé ZoneSet--Zone ProwTest

Show zone details!?

Madify this zone

Show Zone Details

Create a zone alias!

A zone alias with a blue folder under the
fabric node.
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TABLE 10-4 Menu Options on the Access Tab (Continued)

Task

To Perform Task, Right-Click...

Delete a zone alias!

Modify a zone alias!

Show zone alias details!

A zone alias under the Zone Aliases
node.

{

Delete this zone alias
Madify this zone alias

Show Zone Alias Details

@@@@?

B B

Provision a storage pool

Provision a volume

Provision a host
security group

A storage system under the Storage
System LUN Access node.

Storage Systemn LUMN Acced

i) oo k Provision Storage Pools

]
=
T
..
T
T

“ 20032 provision Yolumes
“ [ Prowision Hosk 5 iy G
rowvision Hast Security Groups
-l HDs99 - ¥ P

IWhen McDATA and Connectrix switches are discovered through a proxy by
SNMP, you cannot view or perform any provisioning operations for those switches.

20nly these options are accessible when McDATA and Connectrix switches are
discovered by a switch IP address directly through SNMP. This setting provides
view-only access to the active zone set and its members. You cannot create, modify,
or delete zone sets or its members.

3The delete zone set option is disabled for active zone sets.

Viewing Storage Elements

System Explorer has a wide range of features to help you in viewing your storage
elements in the topology. For example, you can filter fabrics, arrange elements in the
topology, and search for elements in the topology. You can even view the status of
elements in the topology and find the impact of removing an element.

See the following topics in this section for more information.
m “Adding a Virtual Application” on page 333

m “Adding Information for Discovered Hosts” on page 334
m “Arranging Elements in the Topology” on page 335
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“Closing Topology Windows” on page 337

“Using the Global View” on page 337

“Printing the Topology” on page 338

“Exporting the Topology to Microsoft Visio” on page 340
“Updating Element Data” on page 342

“Viewing Ports” on page 343

“Showing the Impact of an Element” on page 344
“Assigning a Business Cost to an Application” on page 346
“Expanding the Topology Pane” on page 347

“Filtering Fabrics” on page 348

“Viewing Event Status in the Topology” on page 349
“Custom Name for a Switch Truncated in the Topology” on page 350
“Managing Groups” on page 350

“Managing Fabrics” on page 354

“Hiding and Showing Generic Hosts” on page 355

Adding a Virtual Application

The management server lets you monitor applications not listed in the support
matrix. For example, assume your company has created an internal application, and
you want to be able to use the management server to monitor that application. You
can create a virtual application for that product. A virtual application is a
placeholder you create for an application.

Note — Only a user belonging to a role that has System Configuration selected on
the Edit Role page (such as the Domain Administrator role) is allowed to create a
virtual application.

Once you create the virtual application, it will appear as connected to a host in your
topology.

1. Select a host.
2. Right-click, and select Add Virtual Application.

3. Enter the following information for the virtual application:
= Name
= Product
= Description
= Vendor
= Version

4. Select the storage volume for the application.

Chapter 10 Viewing Element Topology and Properties 333



Note — You can view the properties of a volume by clicking its link.

5. Click OK.

The virtual application appears connected to the selected host.

Adding Information for Discovered Hosts

The software labels a host as discovered when it cannot obtain additional
information about a host it has discovered. To learn why the software was unable to
obtain information about the element, see “Troubleshooting Discovery and Get
Details” on page 812.

If you have more than one discovered host, it can be difficult to differentiate them.
To make them easier to identify, you may want to add information about the host,
such as the following:

m Custom Name

IP Address

DNS Name

Operating System

Version of the operating system

Caution — Do not add information for generic elements during Get Topology or Get
Details. You can determine if the management server is getting the topology or all
element details by looking at the label near the status button.

1. Click System Explorer (“‘_‘!—‘*2).

2. Double-click a “Discovered” host in the right pane.
The Properties tab is displayed.

3. In the custom name box, enter a name for the element.
Keep in mind the following;:

» The name must contain 1 to 64 characters.
n The following characters and symbols are accepted: letters, numerals (0 to 9),

N/@/*/ _/+/-/<>/()/[]/{}/ |
» The name is case sensitive, for example, “Elementl” and “elementl” are
different elements.

4. In the IP Address box, enter an IP address for the element.

5. In the DNS Name box, enter a DNS name for the element.
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6. In the Version box, enter the version of the operating system.

7. In the Operating System box, enter one of the following operating systems:
AIX - corresponds to IBM AIX®

HP-UX - corresponds to all versions of HP-UX™

IRIX - corresponds to SGI IRIX®

Linux

Windows - corresponds to Microsoft Windows®

Solaris - corresponds to Sun Solaris™

NonStop

8. Click Save.

When you access System Explorer, the information you entered appears in the
topology.

Arranging Flements in the Topology

To improve usability, arrange the topology so it suits your environment. For
example, if you plan to filter various fabrics, you might want to arrange the
topology so that elements are arranged by fabric. Thus, when you filter the fabrics,
large gaps do not appear in the topology. You can arrange elements individually or
in groups, as described in the following sections.

Note — The topology displays direct attached connections as a dotted line from_the
host to the storage system. To view direct attach storage, you must enable the &
button. See Table 10-1, “Feature of the Toolbar in System Explorer,” on page 312 for
more information.

To arrange elements individually:

1. Click the & button.
2. Click the element you want to move, and drag it to a new location.

3. Repeat the previous step for each element you want to move.

The management server provides buttons to help you with viewing and
arranging the topology. To learn more about those buttons, see “The Toolbar in
System Explorer” on page 312.

4. Once you have finished arranging the topology, click the Q button to save it.
5. To learn more about filtering fabrics, see “Filtering Fabrics” on page 348.

To arrange elements in a group:
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1. Click the [[E button.

2. Holding down the mouse button, move the cursor diagonally across the elements
you want to move.

A square encloses the elements, as shown in the following figure. If you want to
redo the square, just click outside of the square and retry.

Oracle o
j .
N ance fa:
£

QASERVERDO2

FIGURE 10-15 Enclosing the Elements

3. To move the elements within the square, click within the square. Holding down
the mouse button, drag the elements to the new location.
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FIGURE 10-16 Dragging Multiple Elements to Their New Location

Closing Topology Windows

Whenever you select a new topology view, the software creates a pane for that view.
To lessen the number of panes open, do the following:
1. Right-click the tab of one of the views.

2. Select one of the following from the menu:
n Close - Closes the current topology pane in System Explorer.
» Close All - Closes all of the topology panes in System Explorer.
» Close All But Current - Closes all of the topology panes in System Explorer,
except the current one.

Using the Global View

If you have a large storage network, navigating it can be daunting, especially if it

cannot fit in the pane. The global view (Q ) provides a high-level view of the
network. With this view, you can move the viewing area to a certain section of the
network.

1. Click the & button at the top of the screen.
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A smaller pane displaying high-level view of the topology appears.

2. Move the brackets so they enclose the area of the network you want to view in the
main pane.

Printing the Topology

To print the topology displayed in System Explorer:

1. Click System Explorer (“‘_‘!—‘*2).

2. If the topology spans more than one screen, arrange the elements so they are
closer together, preferably on one screen. This prevents the printout from

appearing too stretched. To move an element, click the P button and then click
the element you want to move. Drag the element to its new location.

3. Click the I:E]but’con.

4. The Paper tab shows the page setup. If you want the default settings, click
Default. You can modify the following settings:

Caution — Before you change the margins, decide on a unit of measurement.

= Paper format - Select the paper size from the menu.

= Unit - Select cm (centimeters) or inch for the margins.

= Paper width - To modify the width of the paper, select the Custom option in
the Paper format menu.

= Paper height - To modify the measurement in this box, select the Custom

option in the Paper format menu.

Top margin - Enter a measurement.

Bottom margin - Enter a measurement.

Left margin - Enter a measurement.

Right margin - Enter a measurement.

Orientation - Click an orientation for the printout.

A preview of the printout is displayed in the right pane.
5. When you are done, click Apply.

6. To see how the printout will appear on the page, click the View Selection tab. If
you want the default settings, click Default. You can modify the following
settings:
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Start x - Determines the horizontal placement of the printout on the page, with
zero being the closest to the right margin. For example, if the value is 50 for
Start x, the printing starts at 50 inches or centimeters (depending on what you
selected) from the right margin. You can also enter negative numbers.
Anything more than zero expands the printout to another page.

Start y - Determines the vertical placement of the printout on the page, with
zero being the closest to the bottom margin. For example, if the value is 50 for
Start y, the printing starts at 50 inches or centimeters (depending on what you
selected) from the bottom. You can also enter negative numbers.

Width - Determines the width of the printout.

Height - Determines the height of the printout.

To remove extra space around the topology, click Trimmed.

A preview of the printout is displayed in the right pane.

7. When you are done, click Apply.

8. The Pages tab shows how many pages the printout will use. If you want the
default settings, click Default. You can modify the following settings:

Caution — Before you change the margins, decide on a unit of measurement.

Unit - Select cm (centimeters) or inch for the margins.
Position/Size - Lets you change the position and size of the printout so that it
spans several pages:

Start x - Same as in step 6.
Start y - Same as in step 6.

Width - Determines the width of the printout. If the width entered does not
fit on the page, the printout wraps around to another page.

Height - Determines the height of the printout. If the height entered does
not fit on the page, the printout wraps around to another page.

Resolution (pixel/unit) - Lets you change the resolution so that the printout
spans several pages.

Page - Lets you expand the printout so it prints on several pages without
modifying the graphic.

A preview of the printout is displayed in the right pane.

9. When you are done, click Apply.

10. To preview your pages, click the Preview tab. Then click the page you want to
preview.

The page appears in the right pane.

11. When you are ready to print, click Print.
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12. Click Close.

Note — To return to all of the original settings, click the Default button next to the
Print button.

Exporting the Topology to Microsoft Visio

You can export the topology to an XML file that can be viewed in Microsoft Visio. To
export the topology:
. ~4la
1. Click System Explorer (7).
2. Click Export to Visio.
3. Name the file, and select the directory where you want the file to be saved.

4. Click Save. The XML file is saved to the directory that you chose.

Note — Backup topology can be exported only through Protection Explorer, not
through System Explorer.

Viewing the Topology in Microsoft Visio

Once you have exported the topology to an XML file, you can view it in Microsoft
Visio:

1. Install the necessary components, as described in “Installing Storage Planner” on
page 341.

2. Configure Visio, as described in “Configuring Visio to View Exported Topology”
on page 341.

3. Start Visio, and select Storage Planner > Import XML File.

4. Browse to the XML file that you would like to view, and click Open. The selected
topology is displayed in Visio.

5. Right-click any element, and select Properties. The Custom Properties window
opens and displays additional information about each element.
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Each fabric is displayed in a separate layer. Select View > Layer Properties to
display the Layer Properties window. This allows you to customize your view of
the various fabrics. For example, you can change the color or visibility settings for
each fabric.

Installing Storage Planner

Note — Microsoft Visio must be installed before installing Storage Planner.

Follow these steps to install Storage Planner:

1.

From the Windows directory on the Utilities CD-ROM, run
StoragePlanner.exe.
The Welcome to the Storage Planner Setup Wizard window is displayed.

Click Next.
The Select Destination Location windows is displayed.

Click Next.
The Select Components window is displayed.

Click Next.
Click Install.

The Storage Planner component is installed.
If you have not installed Microsoft XML 6.0 Parser, select the check box.

Click Finish.

Note — If you are installing Microsoft XML 6.0 Parser, the MSXML 6.0 Parser Setup
wizard is displayed. If MSXML 6.0 parser was installed previously, you will not see
the following steps.

8.

9.

Select the | Accept option button, and click Next.

Enter your name and company information. Click Next.

10. Click Install. Microsoft XML 6.0 Parser is installed.

11. Click Finish.
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Configuring Visio to View Exported Topology

Before you can view the exported topology, some Visio settings must be changed.
Follow these steps to correctly configure Visio:

1. Open Microsoft Visio.

2. Select Tools > Options.
3. Click the Security tab.
4. Click Macro Security.

5. Click the Medium radio button.

o)

. Click OK. You are returned to the previous window.

N

. Click the Advanced tab.
8. Click File Paths.

9. Click the button to the right of the Add-ons box. Browse to your Visio installation
directory, and select the following path:

<Visio_installation directory>\1033\Solutions\
StoragePlanner
where <Visio installation directory> is the installation directory for
Visio, for example

C:\Program Files\Microsoft Officel\Visioll.

10. Click the button to the right of the Start-up box. Browse to your Visio installation
directory, and select the following path:

<Visio installation directory>\1033\Solutions
where <Visio installation directory> is the installation directory for
Visio

11. Click OK. You are returned to the previous window.
12. Click OK.

13. Restart Visio, and select Enable Macros when prompted.

Note — If the Storage Planner menu item does not appear when you restart Visio, go
to Tools > Add-Ons > Storage Planner, and select Storage Planner.
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Updating Element Data

System Explorer lets you update data about elements directly from this screen.
When you update element data, the management server updates infrastructure
details from the element and then redraws the topology with the updated
information.

Keep in mind the following:

m Do not update element data during Get Topology or Get Details. You can
determine if the management server is getting the topology or all element details
by looking at the label near the status button.

m Updating element data does not detect element components that have been
removed, such as ports and LUNs. For example, assume you removed several
LUNSs from an array. If you right-click the storage system and select Update
Element Data, the LUNSs still appear in the user interface. For the deleted LUNs
to be removed from the user interface, you must perform Get Details. See “Get
Details” on page 91.

m Update Element Data does not correctly update switch ISL and topology changes.
To obtain switch ISL and topology changes, you must perform Get Details.

To update an element:

43

1. Click System Explorer (+ 7).

2. Right-click the element you want to update.

3. Select Update Element Data from the menu.

The software begins to update its database with the updated infrastructure details
from the element.

During this process the status button appears red and “Getting Details” appears
next to it.

When the process is complete, the status button returns to green.

Viewing Ports

When you are looking at an element on the network, such as a switch, it can be
difficult to determine how the ports are used. System Explorer provides a view that
lets you determine the use of each port for all elements in the network.

To view the ports:

1. Do one of the following: "
» Access System Explorer - Click System Explorer (+ —-‘“)
m Access the Topology page (for an element) - Do one of the following;:
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Double-click an element in System Explorer, and then click the Topology
tab

Right-click an element, and then select Show Element Topology from the
menu.

2. Right-click an element in the topology.

3. From the menu, select Show Port Details.

The ports are displayed.

Showing the Impact of an Element

You can display an element's impact. For example, assume you want to replace a
switch. You can use this feature to determine which elements in the network would
be impacted by taking the switch off the network.

To find an element's impact:
1. Right-click the element from which you want to obtain impact information.

2. Select Show Impact (or Show Cluster Impact if you right-clicked a cluster)
from the menu.

The other elements in the path of the element you right-clicked are highlighted in
yellow. For example, assume you right-clicked the Oracle instance klu2e (shown
in the following figure) and selected Show Impact from the menu. The elements
on which klu2e is dependent are highlighted in yellow. This means that if any of
these highlighted elements are removed from the network, klu2e may have
difficulty functioning.
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FIGURE 10-17 Showing the Impact of an Element

However, the Show Impact feature not only displays the elements on which an
element is dependent, but it also displays the other elements dependent on it. For
example, assume you right-clicked a switch and selected Show Impact from the
menu. Each highlighted element would include its dependent elements, such as the
hosts, applications, and storage systems connected to it. These elements might have
difficulty communicating with one another if the switch was removed.

Likewise, if you decided to show the impact of a host, each highlighted element
would not only include its dependent elements, such as its applications, but also the
elements on which it is dependent, such as switches.
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Use the following table as a guideline to help you in determining whether the
highlighted elements are dependent or required.

TABLE 10-5 Show Impact Results

If you select Show Impact for... The software highlights...

An Application (virtual or Elements required by the application, such as its host and a switch.

real)

A Host Elements that are dependent on the host, such as

its applications.

Elements that are required by the host, such as
switches.

A Switch

Elements dependent on the switch, such as hosts and storage systems

A Storage System Elements dependent on the storage system, such as hosts.

346

Assigning a Business Cost to an Application

The management server lets you assign a business cost to an application, including
virtual applications. This information is used in Event Manager for ranking events
from elements. Event Manager determines the rank of an event by taking into
account the business cost of the application and the severity of the event. You can
sort events by rank in Event Manager by clicking the Rank column.

For example, assume you assigned a business cost of $40 to one application and a
business cost of $30 to another application. If an event with the same severity level
occurs from both applications, the $40 application has a higher rank because it has a
higher business cost.

The events from the elements in the path of the applications also inherit a business
cost from the applications that use it. For example, assume a host has an application
assigned a cost of $30. The host would have a business cost of $30. If the host has
two applications (both valued at $30), the host would be valued at $60, because the
two applications are using it. Likewise, the switch connected to the host would also
have a value of $60, because the two $30 applications use it. If a switch has a $40
application on one host and two $30 applications on another host, the switch has a
value of $100.

The cost of the storage system is determined by the applications in its path. Two
storage systems connected to a switch can have different business costs, based on the
applications in their path. For example, a storage system has a value of $60 if two
$30 applications are in its path, as shown in the following figure.
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FIGURE 10-18 Determining Business Cost

To assign a business cost to a application:

1. Do one of the following:
= Right-click an application in System Explorer, and then select Set Business
Cost from the menu.
= Double-click an application in System Explorer. Click the Properties tab. Then
click the Change button next to the Business Cost box.
» Click an application in Application Explorer. Click the Properties tab. Then
click the Change button next to the Business Cost box.

2. In the Business Cost box, enter an amount, for example 35.25.

3. Click OK.

Expanding the Topology Pane

To increase screen space for viewing the topology, hide the List, Access, and Path
tabs by clicking the arrow pointing left on the border between the pane containing
the tabs and the main pane.
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FIGURE 10-19 Expanding the Topology Pane

Note — To obtain more screen space, you might also want to close the left pane, as
described in the topic, “Opening and Closing the Left Pane” on page 8.

To display these tabs, click the arrow pointing right on the border for the left pane.

Filtering Fabrics
To view a specified fabric in the topology:

1. Click System Explorer (“’452).

2. Click the i button near the top of the screen.

3. Deselect the fabrics you do not want to view, as shown in the following figure:

@ Filter Fabric  [X

10:00;00:60: 69; 30: 26:00

[ ]210:00:00:60:59:40; 22:BE

10000006069, 30. 2315
A0:00:00:60: 69:1 005231
|:| Lnknowt

Apply Riter

FIGURE 10-20 Filtering Fabrics
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4. Click Apply Filter.

System Explorer displays the selected fabrics.

Viewing Event Status in the Topology

You can obtain a status of the events occurring on the elements displayed in System

Explorer by clicking the £ button located on the toolbar. Elements with events that
have occurred within the last five minutes have displayed next to them an icon that
indicates the severity of the event. Table 10-6, “Severity Levels,” on page 349 shows
the icons and describes their meaning.

Note — The Event Status button (fi\'u) is disabled in Capacity Explorer and

Performance Explorer.

TABLE 10-6 Severity Levels

Icon

Severity Level

Description

The event has a critical impact.

Denotes elements that have a critical severity level. The
elements may also have events of lower severity levels.
Example: A Brocade switch has a failed firmware download.
The failure reason code for each respective switch is displayed.

The event has a major impact.

Denotes elements that have a major severity level. The elements
may also have events of lower severity levels.

Example: one or more physical fabric objects (device port,
switch, or fabric) have disappeared.

The event has a minor impact.

Denotes elements that have a minor severity level. The elements
may also have events of lower severity levels.

Example: A physical fabric object (switch port or fabric) has
changed state.

The event is providing a
warning.

Denotes elements that have a warning severity level. The
elements may also have events of lower severity levels.
Example: One or more new physical fabric objects (device port,
switch, or fabric) have appeared.

The event is providing
information.

Denotes elements that have an informational severity level. The
elements may also have events of lower severity levels.
Example: A progress report event for a firmware download
operation is currently in progress.
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TABLE 10-6 Severity Levels

Icon Severity Level

Description

D The severity of the event is not
known.

Denotes elements that have an unknown severity level. It
displays icons for the following severity levels:

e (Critical
* Major
e Minor

¢ Information
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The icon corresponding to the highest severity is shown. For example, the
management server displays an icon for a critical event next to an element that
might also have minor events.

Since the severity level for an element is set by the manufacturer, the meanings of
the severity levels vary. It is best to view the description of the event.

Use the Severity menu to filter which type of events you want to view. It displays
the severity icons with the selected severity level or higher. For example, you can be
notified of only critical and major events by selecting Major from the Severity menu

and clicking the ) button.

Note — If you select a severity, click the £ button, and then leave System Explorer,
System Explorer remembers your selection.

Custom Name for a Switch Truncated in the
Topology

If a custom name for a switch is long, its name may appear truncated in the
topology. The full name appears once the cursor is positioned over the switch with
the custom name.

Managing Groups

This section contains the following topics:

m “About Groups” on page 351

“Grouping Discovered Hosts” on page 351
“Ungrouping Discovered Hosts” on page 352
“Grouping Discovered Storage Systems” on page 353
“Ungrouping Discovered Storage Systems” on page 354
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About Groups

System Explorer lets you group together hosts and storage systems that have been
labeled Discovered, so the management server sees them as one element in the
topology. The management server labels an element as "Discovered” when it has
discovered the element, but it cannot obtain additional information about it.
Grouped elements preserve space in the topology, since only one element is
displayed to represent the group. It also provides a way to keep track of all your
"Discovered" hosts and storage systems.

Grouping Discovered Hosts

If you have several Discovered hosts, you might want to group them together, so the
management server sees them as one element in the topology. Grouped elements
preserve space in the topology, since only one Discovered host is displayed to
represent the group. Grouping also provides a way to keep track of your
"Discovered" hosts.

Keep in mind the following;:

m A user's role must include an access level of Element Control or Full Control for
hosts. See “Editing Roles” on page 190 for more information about the access level
of a role.

m Grouped elements are still seen as Discovered, so the management server is
unable to monitor or manage them.

m Do not create groups during Get Topology or Get Details. You can determine if
the management server is getting either the topology or all element details,
because the status button appears red during both operations.

m You can determine if a host is generic by double-clicking the host in System
Explorer and then clicking the Properties tab. If a host is generic, it is listed as
Generic Host for its description.

To group Discovered hosts:

1. Access System Explorer, as described in “Accessing System Explorer” on
page 310.

2. Right-click a Discovered host, and select Group together with other hosts from
the menu.

In the Custom Name box, enter a custom name for the group.
In the IP Address box, enter an IP address for the group.

In the DNS Name box, enter the DNS name for the group.

AN L

In the Version box, enter a version number for the group.
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7. In the Operating System box, enter the operating system for the hosts in the
group.

8. Select the hosts you want to be a part of the group, and click the button with the
greater than sign (>).

The hosts are added to the group.
You can sort the hosts by:

= Name - To sort hosts by name, click the Hosts column heading.
Port - To sort hosts by port, click the Ports column heading.

= Connected Switches - To sort hosts by connected switches, click the
Connected Switches column heading.

An arrow appears next to the column heading that sorts the hosts. For example, if
the hosts are being sorted by name, an arrow appears next to the Hosts column
heading. If the arrow next to the column heading is pointing up, the hosts are
sorted in ascending numerical and alphabetical order. If the arrow is pointing
down, the hosts are sorted in descending numerical and alphabetical order. Click
the column heading to change the direction of the arrow.

9. To remove hosts from the group, click the button with the less than sign (<).

10. Click OK.

The management server no longer displays the grouped elements in the topology
individually. A host icon with the group name on the bottom represents the
group. The group cannot be monitored or managed.

Ungrouping Discovered Hosts

If one of the hosts in a group is going to change, you might want to ungroup
Discovered hosts. An example of such a change would be when a host will be taken
off line.

Keep in mind the following;:

m Do not ungroup elements during Get Topology or Get Details. You can determine
if the management server is getting either the topology or all element details,
because the status button appears red during both operations.

m A user's role must include an access level of Element Control or Full Control for
hosts. See the topic, “Editing Roles” on page 190 for more information about the
access level of a role.

To ungroup multiple elements:

1. Access System Explorer, as described in “Accessing System Explorer” on
page 310.
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2. Right-click the host icon for a group, and select Ungroup into multiple hosts
from the menu.

3. When you are asked if you want to ungroup the elements, click OK.

The elements are ungrouped.

Grouping Discovered Storage Systems

As with hosts, if you have several Discovered storage systems, you might want to
group them together, so the management server sees them as one element in the
topology. The management server labels a storage system as Discovered when it has
found the storage system, but it cannot obtain additional information about it.
Grouping elements preserves space in the topology, since only one Discovered
element is displayed to represent the group. It also provides a way to keep track of
all your Discovered storage systems.

Keep the following in mind:

m A user's role must include an access level of Element Control or Full Control for
storage systems. See “Editing Roles” on page 190 for more information about the
access level of a role.

m Grouped elements are still seen as "Discovered", so the management server is
unable to monitor or manage them.

m Do not group storage systems during Get Topology or Get Details. You can
determine if the management server is getting either the topology or all element
details by looking at label near the status button.

m To determine if a storage system is generic, double-click the storage system in
System Explorer, click the Properties tab, and look at the storage system’s
description.

To group Discovered storage systems:

1. Access System Explorer, as described in “Accessing System Explorer” on
page 310.

2. Right-click a Discovered storage system, and select Group together with other
from the menu.

3. In the Custom Name box, enter a custom name for the group.
4. In the Vendor box, enter the vendor names for the storage systems in the group.

5. Select Tape Library if you want the entire group to be considered a tape library.

Keep in mind that this tape library will be considered as discovered, meaning it
will not be managed or monitored by the management server.

6. Select the storage systems you want to be part of the group, and click the button
with the greater than sign (>).
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The storage systems are added to the group.
You can sort the storage systems by:

= Name - To sort storage systems by name, click the Storage Systems column
heading.

s Port - To sort storage systems by port, click the Ports column heading.

= Connected Switches - To sort storage systems by connected switches, click
the Connected Switches column heading.

An arrow appears next to the column heading that sorts the storage systems. For
example, if the storage systems are being sorted by name, an arrow appears next
to the Storage Systems column heading. If the arrow next to the column heading
is pointing up, the storage systems are sorted in ascending numerical and
alphabetical order. If the arrow is pointing down, the storage systems are sorted
in descending numerical and alphabetical order. Click the column heading to
change the direction of the arrow.

7. To remove storage systems from the group, click the button with the less than
sign (<).

8. Click OK.

The management server no longer displays the grouped elements in the topology
individually. A storage system icon with the group name on the bottom
represents the group. The group cannot be monitored or managed.

Ungrouping Discovered Storage Systems

If one of the storage systems in a group is going to change, you might want to
ungroup Discovered hosts. An example of such a change would be when a storage
system will be taken off line.

Keep in mind the following;:

m A user's role must include an access level of Element Control or Full Control for
storage systems. See the topic, “Editing Roles” on page 190 for more information
about the access level of a role.

m Do not ungroup elements during Get Topology or Get Details. You can determine
if the management server is getting the topology or all element details by looking
at label near the status button.

To ungroup multiple elements:

1. Access System Explorer, as described in “Accessing System Explorer” on
page 310.

2. Right-click a storage system icon for a group, and select Ungroup into multiple
storage from the menu.

3. When you are asked if you want to ungroup the elements, click OK.
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The elements are ungrouped.

Managing Fabrics

This section contains the following topics:

“Changing the Fabric Name” on page 355
“Deleting Fabrics” on page 355

Changing the Fabric Name

To change a fabric name:

1.
2.

AR

Access System Explorer.

Click the List tab.

Right-click a fabric name.

Select Change Fabric Name from the menu.

In the Enter a Fabric Name box, enter a new fabric name.

Click OK.

Deleting Fabrics

When you delete a fabric, the elements in the fabric are not removed. After you
delete the fabric, the management server recalculates the entire topology. The
recalculation may take some time, especially if you have a large topology.

To delete a fabric:

1.
2.

@

Access System Explorer.

Click the List tab.

Right-click a fabric name.

Select the Delete This Fabric option from the menu.

When you are asked if you want to delete the fabric, click Yes.

The management server recalculates the topology. If the elements in the deleted
fabric do not belong to another fabric, they are moved to the “unknown” node on
the List tab.
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Hiding and Showing Generic Hosts

This section contains the following topics:

m “About Hiding Generic Hosts” on page 356

“Hiding Generic Hosts for a Switch” on page 356
“Expanding Generic Hosts for a Switch” on page 357
“Hiding Generic Hosts for All Switches” on page 357
“Expanding Generic Hosts for All Switches” on page 357

Note — The feature described in this section pertains only to unnamed generic hosts.
If you name a generic host, you cannot use this feature to hide the named host. The
Hide generic element feature also does not work for grouped unnamed generic hosts
and missing elements. To learn how to give a custom name to an unnamed generic
host, see “Assigning a Custom Name” on page 378. To learn more about groups, see
the topic, “About Groups” on page 351.

About Hiding Generic Hosts

You can reduce the amount of time it takes to arrange your topology, by using the
Hide unnamed generic hosts feature to hide hosts that a switch has detected. An
element is considered to be generic if the management server can detect the element
but it cannot obtain additional information about the element during Getting the
Topology or Get Details.

When you use the show /hide feature, your changes persist to the next time you log
into the management server. If you log in as another user, you will not see your
changes. This feature allows each user to arrange the topology as he or she wishes.

The management server provides two variations of this feature:

m Hiding Generic Hosts for One Switch: This feature hides unnamed generic
hosts detected by a switch. The management server detects an element by looking
at the ports on a switch. If it cannot find additional information about the
element, it marks it as generic by displaying a question mark above its icon.

For example, assume you have a switch with 10 discovered elements. The
management server detected these elements by looking at the ports on the switch
and determined the type of element connected. Discovered elements appear with
a question mark above their icon in the topology. The question mark indicates
that the management server has detected the element, but it cannot obtain
additional information. To learn how to use this feature, see “Hiding Generic
Hosts for a Switch” on page 356.

m Hiding Generic Hosts for All Switches: This feature hides unnamed generic
hosts within a domain. To learn how to use this feature, see “Hiding Generic
Hosts for All Switches” on page 357.
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Hiding Generic Hosts for a Switch

Simplify your topology by hiding unnamed generic hosts connected to a switch. If
you have an unnamed generic host connected to more than one switch and you want
to hide the generic element, you must repeat the following steps for each switch
connected to the generic host. You can hide all unnamed generic hosts at once by
using the Hide Generic Hosts for All Switches feature. See “Hiding Generic
Hosts for All Switches” on page 357 for more information.

To hide generic hosts connected to a switch:
1. Right-click the switch.

2. Select Discovered Element > Hide Generic Hosts for the Switch from the
menu.

A "+"icon is added to icon of the switch you right-clicked, to indicate it has
hidden generic hosts.

Expanding Generic Hosts for a Switch

To display hidden generic hosts connected to a switch:

1. Right-click a switch with a "+" icon. This "+" icon indicates the switch has hidden
generic hosts.

2. Select Discovered Element > Expand Generic Hosts for the Switch from the
menu.

The hidden elements for the switch appear in the upper-right corner of the
topology.

Hiding Generic Hosts for All Switches
To hide all unnamed generic hosts and unnamed generic Cisco switches:
1. Right-click a switch.

2. Select Discovered Element > Hide Generic Hosts for All Switches from the
menu. All unnamed generic hosts are hidden. A "+" icon is added to the icon of
all switches that have generic hosts that have been hidden.
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Expanding Generic Hosts for All Switches
To display hidden generic hosts for a domain:

1. Right-click a switch with a "+" icon. This "+" icon indicates the switch has hidden
generic hosts.

2. Select Discovered Element > Expand Generic Hosts for All Switches from
the menu.

The hidden elements for the domain appear in upper right corner of the topology.

Setting Up Custom Commands

This section contains the following topics:

“About Custom Commands” on page 358

“Adding a Custom Command” on page 359

“Editing a Custom Command” on page 361

“Deleting a Custom Command” on page 362

“Software Environment Variables for Scripting” on page 362
“Using the Remote Console” on page 365

About Custom Commands

Custom commands let you run a command that you create on the management
server. The command could point to an executable or a script that does not use the
graphical user interface. For example, assume you have already created a script that
backs up a storage system. You could run that script from System Explorer.

You can also use environment variables in your scripts. For example, you could use
the variables to obtain information about a host, such as its total physical memory
and the number of processors.

Important Considerations
Keep in mind the following;:

m Run scripts at your own risk. The management server lets you run any script,
including those that can disable the management server.
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The custom command always runs on the management server unless you are
running the telnet utility. You can obtain information about an element on which
you right-click by using the software's environment variables. See “Software
Environment Variables for Scripting” on page 362.

Custom commands only supports executables and scripts that do not use the
graphical user interface.

Management servers on Windows only: If you leave the remote console (cmd /k)
open after running a script, users can traverse the directory structure of the
management server.

If you want a Perl script to run as a custom command on a UNIX system, you
must prefix the script with the Perl executable, for example, perl
myscript.pl, where myscript.pl is the script you want to run. A best
practice is to prefix the script with the path to Perl and the Perl executable, for
example: perl/bin/perl myscript.pl, where perl/bin/ is the directory
containing the Perl executable, perl is the executable and myscript.pl isthe
script you want to run.

If you want a Perl script to run as a custom command on Microsoft Windows, you
must prefix the script name with the complete path to Perl. The management
server already has a directory containing the Perl executable inside the folder
$JBOSS4 DIST%\server\appig\remoteScripts\perl\bin. You would
prefix the script name as follows:

.\perl\bin\perl myscript.pl
where

.\perl\bin\ is the directory containing the Perl executable in the
RemoteScripts directory

perl is the executable

myscript.pl is the script you want to run.

Adding a Custom Command

Before adding a custom command, be sure you are aware of the considerations listed
in “Important Considerations” on page 358.

To add a custom command:

1. Right-click an element in System Explorer.

2. Select Custom Commands > Set Up Custom Commands from the menu.

3. Optional: If you plan to use a command to activate a file, such as a script, the file

must be uploaded to the management server, as follows:
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a. In the Custom Command Setup window, click Browse to find the file
containing the custom command.
b. Click Open, and then click Upload to server.

The file is saved on the management server.
4. Click the Add Command button in the upper-right corner of the window.

5. In the Add Custom Command window, enter a name for the command in the
Name box, for example, backup command.

6. In the Description box, enter a description, for example, This command activates
a script that backs up an element.

7. In the Command Line box, enter a command.

This could be a command required to start a script, for example:
myscript.bat

The remote console automatically becomes inactive once the command finishes.

Windows only: If you want the remote console to stay open, prefix the command
with the following:

cmd /k
For example:
cmd /k dir
The file is appended to the command line.

Optional: If you plan to use a file in the command, select the file from the Files
menu, and then click Append To Command Line.

If the file is missing, repeat step 3.

8. Select one of the following options to determine the elements for which you want
the command to be visible. For example, if you select the All Elements option,
the command is visible in the menu when you right-click any element.
= Name of the Element - Select the name of the element if you want the
command to be visible in the menu only when you right-click this element.

= All Elements - Select this option if you want the command to be visible in the
menu when you right-click any element.

= Selected element types and filter criteria - Select this option if you want to
narrow the filtering criteria for an element type. For example, you could
specify that the command is only in the menu when a Brocade switch is right-
clicked. The options are as follows:

Applications - If you want the command to be visible in the menu when a
particular application is right-clicked, enter the name of the product in the
Product Name box. To make sure you enter the correct product name, enter
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the product name displayed in the Product Name box on the Properties tab,
accessible by double-clicking the application in System Explorer and then
clicking the Properties tab.

Hosts - If you want the command to be visible in the menu when a
particular host is right-clicked, enter the name of the operating system in the
OS Name box. To make sure you enter the correct operating system, enter
the operating system displayed in the Target Operating System box on the
Properties tab, accessible by double-clicking the host in System Explorer and
then clicking the Properties tab.

Switches - If you want the command to be visible in the menu when a
switch from a particular vendor is right-clicked, enter the name of the
vendor in the Vendor Name box. To make sure you enter the correct vendor
name, enter the vendor name displayed on the Properties tab, accessible by
double-clicking the switch in System Explorer and then clicking the
Properties tab.

Storage Systems - If you want the command to be visible in the menu
when a storage system from a particular vendor is right-clicked, enter the
name of the vendor in the Vendor Name box. To make sure you enter the
correct vendor name, enter the vendor name displayed on the Properties
tab, accessible by double-clicking the storage system in System Explorer and
then clicking the Properties tab.

9. Click OK.

To run a command:

1. Right-click an element.

2. Select Custom Commands from the menu.

3. Select the command from the Custom Commands menu.

A remote console displays the result of the command.

You can stop a command by clicking the Stop button in the remote console. Once a
command has been executed, the console becomes inactive. The software assumes
you are in the $MGR DIST%\JBossandJetty\server\appig\
remotescripts directory on the management server when the script is executed.

Editing a Custom Command

To edit a custom command:
1. Right-click an element in System Explorer.

2. Select Custom Commands > Set Up Custom Commands from the menu.
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3. Click the Eﬁ button corresponding to the custom command you want to edit.
4. Make the appropriate changes in the Edit Custom Command window.

5. Click OK.

The custom command is modified.

Deleting a Custom Command

To delete a custom command:
1. Right-click an element in System Explorer.

2. Select Custom Commands > Set Up Custom Commands from the menu.

3. Click the I button corresponding to the custom command you want to delete.

The custom command is deleted.

Software Environment Variables for Scripting

The software provides environment variables for you to put in your scripts. For
example, assume you have a script that backs up a host. You could use variables to
obtain information about the host.

The software gathers information about the element you right-click. For example, if
you use the variable APPIQ ELEMENT ID the management server obtains the
element ID of the element you right-click.

Table 10-7, “Variables for All Elements,” on page 362 lists the variables that can be
used to gather information for all elements. If an application resides on the host, the
variables in this table provide information about the application. See Table 10-11,
“Variables for Applications Only,” on page 364 for variables that return information
about the host.

TABLE 10-7 Variables for All Elements

Variable Value
APPIQ_ ELEMENT_ID The identifier of an element.
APPIQ ELEMENT_NAME The name of the element.
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TABLE 10-7 Variables for All Elements

Variable Value
APPIQ_ ELEMENT_STATUS The following statuses are available:
e Managed
¢ Generic
* Missing
¢ Virtual Application
* Asset
APPIQ ELEMENT_DESCRIPTION The description for the element.
APPIQ_ELEMENT MANAGEMENT I | The IP address of the first access point
P_ADDRESS used to discover the element.
APPIQ_ ELEMENT_VENDOR The vendor for the element.
APPIQ_ ELEMENT_TYPE_ NAME The type of element, for example, switch,
application, or host.
Table 10-8, “Variables for Storage Systems, Switches, and Hosts Only,” on page 363
lists variables that can be used to gather information for storage systems, switches,
and hosts only. If an application resides on the host, the variables in this table
provide information about the application. See Table 10-11, “Variables for
Applications Only,” on page 364 for variables that return information about the host.
TABLE 10-8 Variables for Storage Systems, Switches, and Hosts Only
Variable Value

APPIQ_ELEMENT
_IP_ADDRESS

The IP address of the element.

APPIQ ELEMENT
_DNS_NAME

The DNS name of the element.

APPIQ ELEMENT
_MODEL

The model of the element.

APPIQ_ELEMENT
_VERSION

The version of the element.

Table 10-9, “Variables for Switches Only,” on page 363 lists variables that can be
used to gather information for switches only.
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TABLE 10-9 Variables for Switches Only

Variable Value

APPIQ_ ELEMENT_SWITC The identifier for the switch.
H_ID

APPIQ ELEMENT IP_GA | The IP gateway of the switch.
TEWAY

APPIQ_ ELEMENT_IP_NE The IP network mask for the switch.
TWORK_MASK

APPIQ_ ELEMENT_SWITC The status of the switch.
H_STATUS

APPIQ_ ELEMENT_DOMATI The domain identifier of the switch.
N_ID

Table 10-10, “Variables for Hosts Only,” on page 364 lists variables that can be used
to gather information for hosts only. If an application resides on the host, the
variables in this table provide information about the application. See Table 10-11,
“Variables for Applications Only,” on page 364 for variables that return information
about the host.

TABLE 10-10 Variables for Hosts Only

Variable Value

APPIQ ELEMENT OPERATING_SY | The operating system of the host.

STEM

APPIQ ELEMENT NUMBER_OF_PR | The number of processors used by the host.
OCESSORS

APPIQ ELEMENT TOTAL_PHYSIC | The total physical memory of the host.
AL_MEMORY

APPIQ_ ELEMENT_DOMAIN The domain of the host.

Table 10-11, “Variables for Applications Only,” on page 364 lists variables that can
be used to gather information for applications. Use the variables with the

"APPIQ HOST" prefix when you are using variables from the first table to gather
information about the application. For example, if you are running a script
containing APPIQ ELEMENT STATUS on a host, it would obtain information about
the status of the application. You would need to run APPIQ HOST STATUS to
obtain information about the status of the host on which the application resides.
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TABLE 10-11 Variables for Applications Only

Variable

Value

APPIQ ELEMENT PRODUC
T NAME

The name of the application.

APPIQ HOST NAME

The name of the host on which the application
resides

APPIQ HOST ID

The identifier of a host on which the application
resides.

APPIQ HOST STATUS

The status of the host on which the application
resides.

APPIQ HOST DESCRIPTI
ON

The description of the host on which the
application resides.

APPIQ HOST VENDOR

The vendor of the host on which the application
resides.

APPIQ HOST TYPE NAME

The type name of the host on which the
application resides.

APPIQ HOST IP ADDRES
S

The IP address of the host on which the
application resides.

APPIQ HOST DNS_ NAME

The DNS name of the host on which the
application resides.

APPIQ HOST MODEL

The model of the host on which the application
resides.

APPIQ HOST VERSION

The version of the host on which the
application resides.

APPIQ HOST OPERATING
_SYSTEM

The operating system of the host on which the
application resides.

APPIQ HOST NUMBER OF
_PROCESSORS

The number of processors on the host on which
the application resides.

APPIQ HOST TOTAL PHY
SICAL MEMORY

The total physical memory of the host on which
the application resides.

APPIQ HOST DOMAIN

The domain of the host on which the
application resides.

Using the Remote Console

This section contains the following topics:

m “About the Remote Console” on page 365

m “Keeping the Remote Console Active” on page 366
m “Buttons on the Remote Console” on page 367
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m “Menu Options” on page 368
m “Copying Text from the Remote Console” on page 368

About the Remote Console

Whenever you run a custom command on the management server, the remote
console appears, as shown in the figure below. The remote console displays the
result of a custom command. For example, you can use the remote console to start a
remote command prompt on the management server.

Commands: mz Stop | H=lp

or more ntormation typs halp

FIGURE 10-21 Remote Console

Keeping the Remote Console Active

Note — This section is for management servers running on Microsoft Windows only.

Keep in mind the following:

m The remote console become inactive when the custom command finishes its
execution. To use the menus and buttons in the remote console, the remote
console must be kept active.
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m If you leave the remote console (cmd /k) open after running a script, users can
traverse the directory structure of the management server.

To keep the remote console window active, create a remote command prompt:
1. Right-click an element in System Explorer.
Select Custom Commands > Set Up Custom Commands from the menu.

Click the Add Command button in the upper-right corner of the window.

Ll

In the Add Custom Command window, enter a name for the command in the
Name box, for example, prompt.

5. In the Description box, enter a description, for example, Accesses the remote
console.

6. In the Command Line box, enter the following command, which will run on the
management server:

cmd /k

7. Select the All elements option.

8. Click OK.

To run the remote command prompt:

1. Right-click an element from which you want to obtain information.

2. Select Custom Commands and select the command from the menu.
The software displays the remote console on the management server.

To enter a command in the remote console:

1. Enter the command in the Commands box, and then

2. Press Enter.

You can stop a command by clicking the Stop button in the remote console.

Keep in mind the following;:
m You can quickly access information about the element you right-clicked by typing
the following at the command prompt:

set appiqg

m The software ships with a utility called plink. To view the commands for plink,
enter the following in the Commands box and then press ENTER:

plink
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Buttons on the Remote Console

The remote console provides the Stop and Help buttons, as described in Table 10-12,
“Buttons on the Remote Console,” on page 367.

TABLE 10-12 Buttons on the Remote Console

Button

Description

Stop

Stops a command. Once a command has been executed the console becomes
inactive.

Help

Provides the following information about the remote console:

» Clearing the remote console - Enter CLS in the Commands box of the
remote console.

« Copying text to the Commands box - Place the cursor at the end of
the line in the window below the Commands box, and then press ENTER. The
command is copied to the Commands box.

Note: If you are viewing the remote console on Microsoft Windows, you can

copy text by using CTRL + C, then use CTRL + P to paste it.

Menu Options

The remote console also provides the following menu options.

TABLE 10-13 Menu Options

Option

Description

CRLF

(Default setting) Provides a carriage return and a linefeed.

Important: Do not use this option when you are using telnet to access another
computer. You must select the CR option after you enter a user name. To enter a
password, if you leave the setting at CRLF, the software enters a carriage return
and a line feed when you click OK. As a result, no value is entered for the
password.

CR

Provides a carriage return.

LF

Provides a linefeed.

Copying Text from the Remote Console
To copy text from the remote console:

1. Select the text in the remote console.

2. Right-click the top frame in the remote console.

3. Select Copy from the menu.
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The text is stored in the buffer of your computer to be pasted elsewhere.

Using External Tools

This section contains the following topics:

“The External Tools Feature” on page 369
“Setting up External Tools” on page 369.

The External Tools Feature

The management server ships with an external tools feature that lets you:

Browse the element - Access a host or a switch through its main Web page. The
software assumes the host or switch has a Web page at http://hsIPaddress,
where hsIPaddress is the IP address of the host or switch. To access the main
Web page of the host or switch, right-click the element in System Explorer and
select External Tools > Browse to 192.168.1.2, where 192.168.1.2 is the IP
address of the host or switch.

Telnet to the element - Access a host or a switch through the telnet utility.
Telnet must be already enabled on the element. The command uses
telnet://hsIPaddress, where hsIPaddress is the IP address of the host or
switch. To telnet to a host or switch, right-click the element in System Explorer
and select External Tools > Telnet to 192.168.1.2, where 192.168.1.2 is the IP
address of the host or switch.

Set up external tools - Lets you add a URL for accessing management software,

such as Hitachi HiCommand Device Manager and EMC ControlCenter™
Navisphere. See “Setting up External Tools” on page 369 for more information.
Access the management tool for the storage system - In some instances, the
management tool for the storage system is accessible from this menu. For
example, HiCommand for HDS storage systems and Command View for HP XP
storage systems are accessible from the External Tools menu.

Setting up External Tools

You can add URLs for accessing external tools used for managing an element, such
as Hitachi HiCommand Device Manager and EMC ControlCenter™ Navisphere for
sentertorage systems.
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Note — When you add a URL, it applies only to the element you originally right-
clicked.

To add a URL for accessing external tools:

1. Access System Explorer.

2. Right-click the element, and select External Tools > Set Up External Tools.
3. Click Add New Management URL.

4. In the Description box, enter the name of the product you plan to access.

5. In the URL box, enter the URL that is used to access the product.

6. Click OK.

When you right-click the element and select External Tools, the external tool is
listed.

To delete the URL for an external tool, click the corresponding M button in the
External Tools window.

About the Navigation Tab

The Navigation tab not only provides information about an element, but it also
illustrates how the element relates to other elements in its path. For example, the
Navigation page displays logical and physical components, such as ports, zone sets,
zones and zone aliases. It also displays the dependencies for switches, as shown in
the figure below.

Keep in mind the following;:

m When McDATA or Connectrix switches are discovered through a proxy by using
SNMP, you cannot view or perform any provisioning operations for those
switches. For example, you cannot view zone sets, zones, or zone aliases.

m When McDATA or Connectrix switches are discovered by their IP address by
using SNMP, you can only view the active zone set and its members. You cannot
create, modify, or delete a zone set or its members.

m If you see a message that zone aliases are not supported on a Brocade switch,
perform Get Details. The management server does not gather provisioning
information from a fabric until Get Details is performed.
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Switch QBrocade3d

Logical Physical Dependencies
Zone Sets SWITCH Applications
¢ I Hosts
Zones Ports

Lone Storage
Aliases Systems

Yendor: Brocade Commmunications, Inc.

Serial Number: 10:00:00:60:69:10:40:50

Model: Sl arm 2800
Fabric: 10:00:00:60:69:40:12:8F
WWIN: 10:00:00:60:69:10:40:50

FIGURE 10-22 Obtaining Information About a Host

You can learn more about a component, by clicking it in the Navigation page. For
example, assume you brought up the Navigation page, and you want to learn which
hosts are dependent. Click Hosts in the page. You are shown information about the
dependent hosts, as shown in the following figure:
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Switch QBrocade3

Logical Physical Dependencies
Zone Sets SWITCH Applications
: : Hosts
Zones Forts
T — SWitChES
fone Storage
Aliases Systems
Dependent Hosts
Host Name Host HBA Port Switch Port

Host 4617 (unmanaged)

20:00:00EQAXCOIF 6D | Port 4

Host 4633 (uttnanaged)

10:00:00:00:09:21:0E:59 | Port 2

Host 4637 (unmanaged)

10:00:00:00:09:23:47:06 |Port 5

FIGURE 10-23 Details of a Host Connected to a Switch

The following table provides an overview of the information presented for each type
of element:

TABLE 10-14 Information Available from the Navigation Page

Element Dependencies Front Physical Back Physical Logical Physical
Applications 4
Hosts* \/
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TABLE 10-14 Information Available from the Navigation Page (Continued)

Element Dependencies Front Physical Back Physical Logical Physical
Switches 4 4 4
Storage 4 4 4 4

Systems

*The management server displays cxfs for SGI IRIX computers if it detects CXFS on
the cluster. On individual IRIX computers cx£s is not displayed when you enter the
following at the command prompt:

df -k

Data may be missing from the Navigation tab for a McDATA or a Connectrix switch

if the switch was discovered by using SNMP and one of the following techniques:

m Its IP address

m Enterprise Fabric Connectivity (EFC) Manager or EMC Enterprise Connectrix
Manager (ECM)

If a McDATA or Connectrix switch is discovered by their IP address (SNMP
connection), the following boxes are empty:

m [P Gateway

Switch ID

FC Net Address

FC Net Mask

If a McDATA or Connectrix switch is discovered by SNMP and by Enterprise Fabric
Connectivity (EFC) Manager or by EMC Enterprise Connectrix Manager (ECM), the
following boxes are empty:

m IP Gateway

Switch ID

DNS Name

IP Address

IP Net Mask

FC Net Address

FC Net Mask

To learn how to access the Navigation tab, see “Accessing the Navigation Tab” on
page 375 for more information.

Finding the Status of a Port on a Switch

The management server can detect the status of a switch. This can be especially
useful if a port is being a problem. To find the status of a port on a switch:

1. Access System Explorer as described in “Accessing System Explorer” on page 310.
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2. Double-click a switch in the right pane.

3. Click the Ports button in the Physical column in the Navigation tab, as shown in
the following figure.

Logical Physical Dependencies
Zone Sets SWITCH Applications
i i Hosts
Zones Ports
,h Switches
1
Zone Storage
Aliases Systems

FIGURE 10-24 Finding the Status of a Port

4. Under the Name column in the Ports table, click the port whose status you want
to obtain.

5. On the Properties page, the status of the port is displayed in the right column.

The status of the port can be online, off line, or unknown.

TABLE 10-15 Port Status Definitions

Status Definition

Online Port is physically installed with node connections

Offline Port is physically installed, but without node
connections.

Brocade switches also display this status if the port is
not physically installed (Gigabit Interface Converter
(GIBIC) is not installed).

Not Installed (McDATA SWAPI connections Port is not physically installed (Gigabit Interface
only)* Converter (GIBIC) is not installed).

Unknown (McDATA SNMP connections only)* Port is not installed.

*An ES4500 switch displays its status differently when a port is not installed:
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m SWAPI connection - Unknown status
m SNMP connection - Offline

Accessing the Navigation Tab

To access the Navigation tab:
1. Access the management server.

2. To access the Navigation tab, do one of the following;:
s Click an element in Application Explorer.
= Double-click an element in Capacity Explorer, Performance Explorer, or
System Explorer.
» Click one of the following elements in Protection Explorer, and then click
Navigation in the lower-right corner.

Backup Client
Backup Library

Host

Master backup server

Master backup media

3. Click the Navigation tab. (This is not necessary if you accessed the Navigation
tab from Protection Explorer.)

Viewing Element Properties

This section contains the following topics:

m “About the Properties Tab” on page 375

m “Accessing the Properties Tab” on page 377
m “Viewing Fabric Properties” on page 377

m “Assigning a Custom Name” on page 378

About the Properties Tab

The Properties tab provides detailed information about an element. Since the
information obtained from each type of element varies, the Properties tab displays
only information relevant to that type of element. For example, the Properties tab for
fabrics lists the zones, zone sets, switches, and zone aliases, as compared to the
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Properties tab for a host, which lists the processors, cards, applications, and storage
volumes the host uses. For supported Brocade switches, trunking ISL ports have
Trunking State set to 2, and non-trunking ISL ports have Trunking State set to 1.

See “Viewing Fabric Properties” on page 377 for more information about the
Properties tab for fabrics.

The Properties tab usually provides the following, although this list does vary from

element to element:

m Assign a Custom Name - To make it easier to identify the element, assign the

element a custom name. See the topic, “Assigning a Custom Name” on page 378.

This option is not available to all elements.

IP Address (Generic Hosts Only) - Enter an IP address for a generic host.

DNS Name (Generic Hosts Only) - Enter a DNS name for a generic host.

Version (Generic Hosts Only) - Enter a version number for a generic host.

Operating System (Generic Hosts Only) - Enter an operating system for a

generic host.

Vendor - Enter the vendor name.

m View element properties - Lets you view the element properties for the type of
device. The properties provided vary according to the element. The following
information is usually provided:
= Record Creation - The first time the software contacted this element.
= Discovery Status - The status of the discovery of the element, for example

"Contacted."

Vendor - The name of the vendor.

IP Address - The IP address of the element.

DNS Name - The element's DNS name.

Provider Name - The name of the provider.

Model - The model of the element.

" Update Element Data - To update the displayed properties, click the Update
Element Data button at the bottom of the screen. The management server
gathers new and changed details from the element and then redraws the topology
with the updated information.

Keep in mind the following;:

Do not update element data during Get Topology or Get Details. You can
determine if the management server is getting the topology or all element details
by looking at the label near the status button.

The Update Element Data functionality does not detect element components that
have been removed, such as ports and LUNs. For example, assume you removed
several LUNs from an array. If you perform Update Element Data for the storage
system, the LUNSs still appear in the user interface. For the deleted LUNSs to be
removed from the user interface, you must perform Get Details. See “Get Details”
on page 91.
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Accessing the Properties Tab

To access the Properties tab:

1.

2.

3.

4.

Access the management server.

To access the Properties tab for an element, do one of the following;:
» Click an element, except a file server, in Application Explorer.
= Double-click an element in System Explorer.

To access the Properties tab for a fabric:

a. In System Explorer, click the List tab.

b. Right-click a fabric name in the List tab, for example 100000606930260d.

c. Select Go to Properties from the right-click menu.

(Not applicable to fabrics) Click the Properties tab.

Viewing Fabric Properties

The Properties tab lets you view properties and take certain actions.

You can view the following properties of a fabric:

Vendor - The vendor name.

Created - The first time the software contacted this element.

Discovery Status - The status of the discovery of the element, for example
"Contacted."

Install Date - Not applicable

Name Detected - The name of the fabric detected.

OID - Not applicable

Description - Information about the fabric.

WWN - The Worldwide Name of the fabric.

Zones - The zones in the fabric. To learn more about a zone, click its link.
Zone Sets- The zone sets in the fabric. To learn more about a zone set, click its
link.

Switches - The switches in the fabric. To learn more about a switch, click its link.
Zone Aliases - The zone aliases in the fabric.

You can take the following actions:

Assign a Custom Name - To make it easier to identify the element, assign the
element a custom name. See “Assigning a Custom Name” on page 378. This
option is not available to all elements.

Chapter 10 Viewing Element Topology and Properties 377



s Update Element Data - To update the displayed properties, click the Update
Element Data button at the bottom of the screen. The management server
gathers new and changed details from the element and then redraws the topology
with the updated information.

Keep in mind the following;:

= Do not update element data during Get Topology or Get Details. You can
determine if the management server is getting the topology or all element
details by looking at the label near the status button.

s The Update Element Data functionality does not detect element components
that have been removed, such as ports and LUNs. For example, assume you
removed several LUNs from an array. If you perform Update Element Data
for the storage system, the LUNS still appear in the user interface. For the
deleted LUNs to be removed from the user interface, you must perform Get
Details. See “Get Details” on page 91.

To learn how to access the Properties tab for a fabric, see the topic, “Accessing the
Properties Tab” on page 377.

Assigning a Custom Name

To make it easier to identify an element instance in the system, assign the instance a
custom name. The custom name also appears in Chargeback.

Caution — Do not update element data during Get Topology or Get Details. You can
determine if the management server is getting the topology or all element details by
looking at the label near the status button.

Note — Since all users query the same database, this name is displayed to others
using the software, so you might want to make them aware of the name.

1. Access the custom name box by double-clicking the element in System Explorer
and then clicking the Properties tab.

2. In the custom name box, enter a name.
Keep in mind the following;:

s The name must contain 1 to 64 characters.

n The following characters and symbols are accepted: letters, numerals (0 to 9),
N/@/*/ _,+/-/<>/()/[]/{}r |

» The name is case sensitive, for example, “Elementl” and “elementl” are
different elements.
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3. Click Save.

Viewing Element Topology

This section contains the following topics:

m “The Topology Tab” on page 379

m “About the New Window Option” on page 387
m “Printing the Topology” on page 388

The Topology Tab

The Topology tab provides a graphical representation of an element's path. It
displays information not found in System Explorer, such as adapters, slots, and Fibre
Channel ports.

For example, assume you want to view the topology of a server called
QASERVERQ02, and it contains seven fixed local disks. If you double-click the server
in System Explorer and then click the Topology tab, you can see the path of the
server. The Topology tab also displays the drives of the server's fixed local disks, as
well as the adapter used to connect the server with the switch, as shown in the
following figure. According to the following figure, the server can access three
storage systems: LSI, EMC, and HDS.
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HOST

FIGURE 10-25 Topology of a Server

The topology extends the length of the screen. The second portion of the topology is
provided by the following figure.
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FIGURE 10-26 Topology of a Server (Continued)

Note — If any of the paths are not fully calculated, a pop-up dialog box displays a
list of all the hosts with partially calculated paths. In addition, the current state of
the path calculation is appended to the node name in the left pane.

Note — Drilling down into EVA VDisks mounted to a host will reveal that the
VDisks comprise all disks on the EVA. This reflects the information provided to the
management server by the EVA Provider.
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Multipathing

Multipathing is the process of providing a server more than one path to a storage
system, so that in case of an emergency, the server will have continuous access to the
storage system. Multipathing can be done many ways. One example of multipathing
is providing redundant switches for a host to access a storage system. Another is
providing redundant paths from the host to the switch. To determine if your
multipathing software is supported, see the support matrix, which is available from
the Documentation Center.

Keep in mind the following;:

SANtricity Manager Utilities must be installed on the host running RDAC for the
management server to obtain RDAC information.

HDLM on Sun Solaris requires the storage array to be included in discovery to
report the correct information back to the bindings page. See “Known Device
Issues” on page 841 for more information about HDLM.

The software supports VERITAS Volume Manager without VXDMP, but VxDMP
is required to do multipathing.

Microsoft Windows 2003 hosts with Service Pack 1 and IBM TotalStorage DS6800
arrays do not stitch properly as a result of the Subsystem Device Driver (SDD)
appearing on the same disk. The multipathing page returns the Windows SDD
path as something similar to
600507630efe01a80000000000001104:c0t0d0p3. This makes it difficult
to match it up to your SDD path names.

Elements managed by the QLogic F/O software display a blank value for Type of
MP when you view multipathing information.

The following figure shows how the software detects multipathing for a server
running VERITAS Volume Manager. MP is displayed on the path of the redundant
volumes:
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FIGURE 10-27 Multipathing Displayed in the Topology

The topology extends the length of the screen. The following figure displays the
second portion of the topology:

Chapter 10 Viewing Element Topology and Properties 383



384

MCDT

i gl

BRCD ApplQ_ED-1032
QBrocaded
4l 4l
Port 1 Port 16
SUBSYSTEM

) &
L2

ClL2-A
|“

DS9910@192.168.1.236

D 'u"'lll:

ﬁ

HIZ 1 CIeT HID 21 Cel HIT 01 G HIF 1 Gl RILI.ILI':1 R1LULI‘:1 RllLllLIt1 HIF L0 Ce

FIGURE 10-28 Multipathing Displayed in the Topology (Continued)

Keep in mind the following;:

m If you do not see all of the elements in the path displayed, verify they have been
discovered and details have been obtained from them. See “Discovering Switches,
Storage Systems, NAS Devices, and Tape Libraries” on page 21.

m For multipathing issues regarding certain devices, see “Known Device Issues” on
page 841.

m The management server displays only the active path for an RDAC host. It also
displays only the active path when PowerPath is running on a host connected to
a CLARIiiON storage system. The management server also does not support
RDAC configurations for monitoring disk statistics.
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Direct Attached Storage

To view direct attach storage, you must enable the B button. See Table 10-1,
“Feature of the Toolbar in System Explorer,” on page 312 for more information.

Once the B button is enabled, the management server displays the link between
the storage system port and the port to the host as a dotted line, as shown in the

following figure:
ﬁ

CORTEZ

Adapter 1 Port 0

am amm

] Pl

Slot B Port 1 Slot A Port 1

|
LSI2400

FIGURE 10-29 Direct Attached Storage in the Topology
In this figure, Slot A Port 1 belongs to the storage system, and Adapter 1 Port 0

belongs to the host. The dotted line indicates that the storage system is directly
attached to the host.

Filers

Element topology for a filer shows the connection from a host to the filer going
through an IP cloud, which represents the IP network.
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Accessing the Topology
To access the Topology tab:
1. Access the management server.

2. To access the Topology tab, do one of the following:
m Select an element in Application Explorer, and then click the Topology tab.

Note — The Topology tab is not available for clustered file servers.

» Double-click an element in Capacity Explorer or System Explorer, and then
click the Topology tab.

Right-click an element in System Explorer, and then select Go To Element
Topology from the menu.Table 10-16, “The Toolbar in the Topology Tab,” on
page 386 describes the icons on the toolbar.

TABLE 10-16 The Toolbar in the Topology Tab

Icon Description
=h Prints the topology.
See “Printing the Topology” on page 388 for more information.
(-_T-\% Magnifies the view
@% Decreases the magnification
0% = Lets you set the magnification to a percentage of the default
magnification
ﬂ Opens a smaller pane, which provides a global view of the topology.
This lets you position the main view to a certain section of the
topology.
See “Using the Global View” on page 337.
[.‘ Lets you drag an element in the topology.
‘@] Lets you move the entire topology at once. Click the Pan button ‘@] ,
Y pology
and then click any place in the topology. Drag the mouse to a new
location.
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TABLE 10-16 The Toolbar in the Topology Tab (Continued)

Icon

Description

Search I

Lets you find an element in the topology by name or by Worldwide
Name. Begin entering the information; the management server
highlights the elements that match.

After you populate the search box, click the I.ﬂ button or press
ENTER.

To expand the Search box, close the left pane. See the topic, “Opening
and Closing the Left Pane” on page 8 for more information.

Severity marning "’I {Eé

Critical
Major
Miror

arning
Ihfarrmation

Displays the event severity icons for the elements displayed in the
topology. This feature is disabled for Performance Explorer and
Capacity Explorer.

See “Viewing Event Status in the Topology” on page 349.

About the New Window Option

The New Window option in System Explorer lets you view several sections of the

topology at once. Click the ah button. A new window pops opens. Use this window
to view another section of the topology.
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FIGURE 10-30 New Window Option

Printing the Topology

The software lets you print the topology. This option is extremely helpful when you
want to show someone the layout of the network, such as in a presentation.

To print the topology:
1. Access the management server.

2. To access the Topology tab, do one of the following:
» Select an element in Application Explorer, and then click the Topology tab.
» Double-click an element in Capacity Explorer or System Explorer, and then
click the Topology tab.

3. If the topology spans more than one screen, arrange the elements so they are

closer together, preferably on one screen. To move an element, click the D button
and then the element you want to move. Drag the element to its new location.
Moving elements closer together provides a more compact printout.

4. Click the = button.
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5. The Paper tab shows the page setup. If you want the default settings, click
Default. You can modify the following settings:

Caution — Before you change the margins, decide on a unit of measurement.

= Paper format - Select the paper size from the menu.

» Unit - Select cm (centimeters) or inch for the margins.

= Paper width - To modify the width of the paper, select the Custom option in
the Paper format menu.

= Paper height - To modify the measurement in this box, select the Custom

option in the Paper format menu.

Top margin - Enter a measurement.

Bottom margin - Enter a measurement.

Left margin - Enter a measurement.

Right margin - Enter a measurement.

Orientation - Click an orientation for the printout.

A preview of the printout is displayed in the right pane.
6. When you are done, click Apply.

7. To see how the printout will appear on the page, click the View Selection tab. If
you want the default settings, click Default. You can modify the following
settings:
= Start x - Determines the horizontal placement of the printout on the page, with

zero being the closest to the right margin. For example, if the value is 50 for
Start x, the printing starts at 50 inches or centimeters (depending on what you
selected) from the right margin. You can also enter negative numbers.
Anything more than zero expands the printout to another page.

» Start y - Determines the vertical placement of the printout on the page, with
zero being the closest to the bottom margin. For example, if the value is 50 for
Start y, the printing starts at 50 inches or centimeters (depending on what you
selected) from the bottom. You can also enter negative numbers.

»  Width - Determines the width of the printout.

= Height - Determines the height of the printout.

To remove extra space around the topology, click Trimmed.
A preview of the printout is displayed in the right pane.
8. When you are done, click Apply.

9. The Pages tab shows how many pages the printout will use. If you want the
default settings, click Default. You can modify the following settings:

Caution — Before you change the margins, decide on a unit of measurement.

= Unit - Select cm (centimeters) or inch for the margins.
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= Position/Size - Lets you change the position and size of the printout so that it
spans several pages:

Start x - Same as in step 6.
Start y - Same as in step 6.

Width - Determines the width of the printout. If the width entered does not
fit on the page, the printout wraps around to another page.

Height - Determines the height of the printout. If the height entered does
not fit on the page, the printout wraps around to another page.

= Resolution (pixel/unit) - Lets you change the resolution so that the printout
spans several pages.

= Page - Lets you expand the printout so it prints on several pages without
modifying the graphic.

A preview of the printout is displayed in the right pane.
10. When you are done, click Apply.

11. To preview your pages, click the Preview tab. Then click the page you want to
preview.

The page appears in the right pane.
12. When you are ready to print, click Print.
13. Click Close.

Note — To return to all of the original settings, click the Default button next to the
Print button.

Creating a Virtual Application

The management server lets you keep track of unsupported applications. For
example, assume your company has created an internal application, and you want to
be able to use the software to keep track of that application. You can create a virtual
application for that product. A virtual application is a placeholder you create for an
application.

Once you create the virtual application, it will appear connected to a host in your
topology.

1. Access System Explorer by clicking the System Explorer button in the left pane.
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2. Right-click the host that contains the application you want to monitor.

If the host is not in the topology, verify you have discovered the element and
obtained element details. See “Get Details” on page 91.

3. Select Add Virtual Application from the menu.

4. Enter the following information for the virtual application.
= Name
= Product
= Description
= Vendor
= Version

5. Click Next.

6. Select a storage volume containing the application for which you are creating the
virtual application.

Note — You can view the properties of a volume by clicking its link.

7. If applicable, choose a disk partition by clicking the Disk Partitions tab or the
Next button and then selecting a disk partition.

8. Click Finish.

The Provisioning Tab

The provisioning tab provides different functionality, depending on the type of
element you double-click in System Explorer or click in the Provisioning pages. You
can also access the provisioning table by right-clicking a fabric, selecting the Go to
Properties option, and clicking the Provisioning tab.

If you selected a switch or a fabric, you are shown zone provisioning tools that let
you manage zones, zone aliases, and zone sets. These tools provide a wide range of
functionality, such as the following:

m “Creating a Zone Alias” on page 407

m “Creating a Zone in a Fabric” on page 410

m “Creating a Zone Set” on page 413

m “Activating a Zone Set” on page 417

For more information about setting up zones, see “SAN Zoning Overview” on
page 401.
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If you double-click a storage system, you are shown storage provisioning tools that
let you create storage pools, volumes, and host security groups. These tools provide
a wide range of functionality, such as the following:

m “Managing Storage Pools” on page 428

m “Managing Volumes” on page 431

m “Rules for Creating Host Security Groups” on page 441

m “Managing Host Security Groups” on page 446

About the Events Tab

The Events tab lets you view, clear, sort, and filter events for an element. An event

can be anything that occurs on the element, for example, a device connected to a

Brocade switch has gone off-line. The Events tab provides the following information

about the events:

m ID- The identification number assigned to the event

m Severity - The severity level

m Time - The time the event was recorded.

m Summary Text - A brief explanation of the event. When you click the summary
text, the details of the event are displayed.

The Events tab lets you use Event Manager to:

m View Event Details - See “Viewing Event Details” on page 611.

Clear Events - See “Clearing Events” on page 613.

Delete Events - See “Deleting Events” on page 615.

Sort Events - See “Sorting Events” on page 615.

Select a Severity for Filtering - See “Setting up a filter” on page 620 and “” on
page 607.

To view all events, click the Event Manager button in the left pane. See “About
Event Manager” on page 605.
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Asset Attributes of an Element

Caution — Depending on your license, Chargeback may not be available. To
determine if you have access to Chargeback, see the List of Features, which is
accessible from the Documentation Center (Help > Documentation Center).

Chargeback provides a handy way for you to keep track of your asset information

for an element. You can easily store warranty and licensing information, as well as

contact information for the element. For example, assume a switch on the network is
having some problems, and you want to contact the person in charge of that switch.
You can use the element's asset record to find both the contact information for that
switch and the location of the switch.

To access asset information for an element, do one of the following:

m Click an element (except a file server) in Application Explorer, and then click the
Asset Management tab.

m Double-click an element in Capacity Explorer, Performance Explorer, or System
Explorer, and then click the Asset Management tab.

m Click a discovered host in Protection Explorer, and then click Chargeback in the
lower-left corner.

m Click an element in Chargeback.

The Asset Management tab displays general asset information about an element. It
also provides access to other screens that provide additional asset information, such
as staff, geographic, licensing, and warranty information. You can access these other
screens by expanding the Asset Record node and clicking one of its children, as
shown in the following figure. To learn more about these other screens, see the
following topics:

m “Adding Asset Information” on page 713

“Adding General Information” on page 714

“Adding Staff Information” on page 715

“Adding Geographic Information” on page 716

“Adding Licensing and Warranty Information” on page 716

“Adding Custom Information” on page 716
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FIGURE 10-31 Viewing Asset Records

To set up chargeback, expand the Chargeback node, and click Asset-based or
Storage-based. To learn more about each type of Chargeback, see “Setting Up
Asset-Based Chargeback” on page 720 and “Setting Up Storage-Based Chargeback”
on page 726.

The boxes on the Asset Management tab are as follows. When you are done with
adding information on this page, click the Save Changes button at the bottom of
the page.

Note — The boxes that accept input cannot contain more than 250 characters.

Custom Name - A name you assign to the element. See “Assigning a Custom

Name” on page 378 for more information.

Date Created - Date the element was discovered.

Date Last Modified - Date the record was last modified.

Description - A description of the element. This description cannot be more than

250 characters.

Status - The current status of the element. If the status of the element has

changed, select the new status from the Status menu.

s New - This is the default category for all detected elements.

= Missing - The element is no longer detectable through discovery

= Repaired - The element is being repaired. The software does not automatically
select this status.

= In Use - The element is in use.

Vendor - The vendor for the element.

Model - The model of the element.

Serial Number - Serial number of the element.

Barcode Number - The barcode on the device.

Asset Code - The asset code assigned to the element.

Asset Type - The asset type assigned to the element.

Asset Tag - The asset tag assigned to the element.
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m Asset Category - The asset category assigned to the element.
m Geographic Location - The location of the element, for example, Boston,

Massachusetts.

m (Storage Systems Only) Storage Tier Classification - Click the Set Storage

Tier Cost link to set up storage tiers. See “Defining Storage Tiers This section
contains the following topics:” on page 709 for more information.

About the Collectors Tab

The management server uses collectors to gather information. The Collectors tab
provides information about the collectors for a particular element.

To start collectors and view reports for an element:

1.

To access the Collectors page, do one of the following:

» Click an element in Application Explorer, and then click the Collectors tab.
(For file servers, click the Scan Schedule tab).

= Double-click an element in Capacity Explorer, Performance Explorer, or
System Explorer, and then click the Collectors tab.

s Click an element in Chargeback, and then click the Collectors tab.

» Click a discovered host in Protection Explorer, and then click Collectors in the
lower-left corner.

To change a collector's start time, modify the time and date entered in the Next

Scheduled Run box. If you decide to change the start time, make sure the date is
in yyyy-mm-dd format and the time in 24-hour format. There should be a space
between the date and the time, as shown:

2005-06-26 09:41

After the collector runs, the value in this column is updated to the next time the
collector will run.

To change how often the collector runs, enter the number of minutes in the
Interval box.

Important: Do not make the interval too short. Running a collector too frequently
uses up space on the management server and impacts its performance.

To enable the collector, click Start.
To stop a collector, click Stop.

To view a report, click its link. See “Viewing Reports” on page 523 for more
information.
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About the Monitoring Tab

You can easily access performance information about an element:
1. Double-click the element in System Explorer or Application Explorer.

2. Click the Monitoring tab.

The element appears highlighted in Performance Explorer.

3. Select one of the monitoring options in the lower pane to view specific
performance data about the element.

See “Viewing Performance Data” on page 631 for more information about
Performance Explorer.

About the Policies Tab

The Policies tab lets you view the utilization policies for an element. Utilization
policies can automatically send an e-mail, generate an event, or run a custom script
when an element is being overused. If the policy table is unpopulated, no policies
exist for the element.

The Policies tab lets you use Policy Manager to do the following. See “About Policy
Manager” on page 681 for more information:

Add Policies

Test Policies

Edit Policies

Delete Policies

To access the Policies tab, do one of the following:

m Double-click an element in Capacity Explorer, Performance Explorer, or System
Explorer, and then click the Policies tab.

m Right-click an element in Capacity Explorer, Performance Explorer, or System
Explorer, and then select Show Policies from the menu.

m Click a discovered host in Protection Explorer, and then click Policies in the
lower-left corner.

To access utilization policies for other elements and to create other types of policies,
click the Policy Manager button in the left pane.
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Determining If a Host Belongs to a File
System

You can determine if a host is a member of a file system such as CXFS™ on the
Navigation tab or in Capacity Explorer.

To use the Navigation to determine if a host is part of a file system:

1. Access System Explorer as described in “Accessing System Explorer” on page 310.
2. Double-click the host.

3. Click the Navigation tab.

4. Click Storage Volumes.

The system type, such as CXFS, is listed in the File System Type column. The
following information about the storage volume is also provided:

m Name of the storage volume

m Description of a storage volume

m Drive Type

To use Capacity Explorer to determine if a host is part of a file system:

1. Access Capacity Explorer as described in “Accessing Capacity Explorer” on
page 666.

2. Select the host.
3. Scroll to the bottom of the page.

If a storage volume is a member of a shared file system, such as CXFS or XFS, it is
listed in the Storage Volume column.

You may need to expand the Storage Volume column if the volume names are long.

About the Data from CXFS File Systems

The management server can only monitor CXFS file systems from the host
generating the input/output. For example, assume the elements in the following
figure are part of a CXFS file system. When you generate input/output into the
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metadata server into /folder, only the metadata server is able to monitor the file
system. For example, if the metadata server generates a 100-KB write, the
management server displays a 0-KB write for the /folder on the metadata client.

The information in the /folder on the metadata server is actually being mirrored
to the /folder on the metadata client. The management server, however, does not
detect the changes being mirrored to the /folder on the metadata client.

Metadata Client Metadata Server

CXFS
ffolder Jfolder

FIGURE 10-32 CXFS File System
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CHAPTER 1 1

Provisioning

Depending on your license, Provisioning may not be available. See the List of
Features to determine if you have access to Provisioning wizards. The List of
Features is accessible from the Documentation Center (Help > Documentation
Center).

This chapter contains the following topics:

“About Provisioning” on page 399
“Managing Zones” on page 400
“Managing Storage” on page 421

About Provisioning

The software provides the following tools to assist you in provisioning your storage.

These tools are accessible by clicking Provisioning ( . ).

Path Provisioning tool - Lets you schedule provisioning tasks to take place
when the network traffic is light. For more information, see “About Path
Provisioning” on page 463.

SAN Zoning tool - Lets you create and modify zones, zone aliases and zone sets.
Click the Provisioning button next to the fabric on which you want to do
provisioning.

You can also view the properties of a fabric or switch by clicking its link in the
table. For more information, see “SAN Zoning Overview” on page 401.

Storage System Provisioning tool - Lets you manage storage pools, volumes,
and host security groups. Click the Provisioning button next to the storage
system on which you want to do provisioning.

You can also view the properties of a storage system by clicking its link in the
table. For more information, see “Setting Up Storage Partitioning” on page 422.
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Caution — Ports designated as an Initiator on a storage system belonging to the
HDS Freedom Storage™ Lightning 9900™ Series or the Freedom Storage Lightning
9900V Series cannot be used for provisioning. If you select one of these ports, you
receive a message saying that provisioning failed because the HiCommand Database
was not refreshed.

Once you have become adept at provisioning, you might want to try accessing the

provisioning screens using one of the following methods:

m Double-click a storage system or switch in System Explorer and then click the
Provisioning tab.

m Right-click a storage system or switch in the Access tab in System Explorer. For
more information, see “The Access Tab” on page 317.

About Provisioning Brocade Switches After
Upgrading

After you upgrade the management server, perform Get Details for any subset of
elements that includes the Brocade switch before performing any provisioning
operations that involve that switch. For more information, see “Discovering
Switches, Storage Systems, NAS Devices, and Tape Libraries” on page 21.

Managing Zones

This section contains the following topics:

“SAN Zoning Overview” on page 401

“Accessing Information About Zone Aliases” on page 406
“Creating a Zone Alias” on page 407

“Modifying a Zone Alias” on page 408

“Deleting a Zone Alias” on page 409

“Accessing Information About Zoning” on page 409
“Creating a Zone in a Fabric” on page 410

“Adding and Removing Zone Members” on page 411
“Deleting a Zone” on page 412

“Accessing Information About Zone Sets” on page 412
“Creating a Zone Set” on page 413

“Modifying a Zone Set” on page 414

“Deleting a Zone Set” on page 415

“Copying a Zone Set” on page 416

“Activating a Zone Set” on page 417
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m “Zones and Zone Sets Listed Twice” on page 418
m “Changing the Amount of Information Collected from the Inactive Zone Database
(Cisco Switches)” on page 419

SAN Zoning Overview

Use SAN zoning to control what can be seen in the storage area network (SAN).
SAN zoning lets you group elements into zones, which can then be grouped into
active and inactive zone sets. Only elements in an active zone set can be seen. A
switch fabric can have multiple zone sets, but only one zone set can be active.

Uses of Zones

Zones are an excellent way to split hardware resources because they work by
exclusion. For example, you can set up your switch ports so that elements connected
to some of the ports appear in one zone and the rest appear in another zone.
Members of a zone can only communicate with other members of the same zone. If
two elements are not in the same zone, they cannot communicate.

Zones are usually created for a particular task, such as controlling access between
devices or groups. You might create zones based on an application or an operating
system. For example, some network administrators prefer to put all of the Microsoft
Windows computers in one zone and all of the Sun Solaris computers in another; or
you might create zones according to an application. For example, you might want to
create a zone for Production and another zone for Finance. This way the users in the
Finance department are not even aware of the disks and ports available for
Production, and vice versa.

Only elements in an active zone set can communicate with each other. If you do not
want users in the Production and Finance zones to have access to the same storage,
the two zones must be in two different zone sets, both of which must be active. Since
you can only have one active zone set to a fabric, the Production zone belongs to a
zone set in one fabric and the Finance zone belongs to another zone set in another
fabric.

A zone can be in more than one zone set, which allows for flexibility. For instance, in
our example, the Finance zone could be in both an active zone set and an inactive
zone set. Assume that the Finance zone is a member of an active zone set named
Zone Set One and also a member of an inactive zone set named Zone Set Two, and
that Zone Set Two contains additional zones. If you activate Zone Set Two, users can
be aware of those additional elements and still have access to the Finance zone
(because it is a member of Zone Set Two).
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You can create zone aliases to keep track of your zones easily. Instead of having to
remember a port's name, you can assign a name that is easy to remember. As a best
practice, a zone should contain either zone aliases or ports, but not both.

Types of Zoning

The SAN Zoning tool is able to manage the two types of zoning:

m Switch Port Zoning (also known as hard zoning) - A hard zone is created by
assigning a domain/port to a zone. Any device attached to the port is
automatically in the zone.

s WWN Zoning (also known as soft zoning) - A soft zone is created by
assigning a world wide name (WWN) of a device port to a zone.

The figure below provides an example of hard zoning. Ports 1 through 5 on the
switch are assigned to a zone for Production and ports 4 through 8 are assigned to
the zone for Finance. Users in Finance can access storage systems B and C but not
storage system A. Likewise, users in Production can access storage systems A and C,
but not storage system B.

Zone for
Zone for Finance

Production Department

FIGURE 11-1 Resources in Two Zones

The following figure provides an overview of zoning structure:
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" Aligses

FIGURE 11-2 Overview of Zoning Structure

Zoning Structure

m Zone Sets - A zone set is a collection of zones. You can have only one zone set
active at a time in a fabric; however, you can have a zone in more than one zone
set. Zones sets are usually created for a particular task.

m Zone - A collection of zone aliases and ports.

m Ports - The WWN of the port to which an element is connected. The WWN of the
port can be either the WWN of a switch port or the WWN of the connected
element.

Use Table 11-1, “Setting Up Zoning,” on page 403 as a guideline for setting up

zoning.

TABLE 11-1 Setting Up Zoning

Step Action Description For More Information
1 Create a Optional: Zone aliases are used to give “Creating a Zone Alias” on
zone alias | meaningful names to switch ports, HBA page 407
ports, or storage system ports.
2 Create Zoning is the primary tool to constrain “Creating a Zone in a Fabric” on
zones groups of SAN members. A zone defines a page 410
logical SAN that contains limited element
membership.
The only elements visible to members of a
zone are other members of that zone.
3 Create A zone set contains multiple zones. “Creating a Zone Set” on page 413
zone sets
4 Activate a | A switch fabric can have multiple zone sets “Activating a Zone Set” on
zone set defined, but only one zone set can be active. page 417

Keep in mind the following;:
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m If you use another product to make zoning changes (such as adding a zone) you
must perform Get Details in order to make the management server aware of these
changes.

m The management server creates a zone by finding the port or WWN of discovered
elements. The management server cannot create a zone using Fibre Channel
addresses. If you use a third-party software to create a zone using Fibre Channel
addresses, the active zone will appear empty in the user interface of the
management server.

Activities Supported by Zoning

Table 11-2, “Zoning Support,” on page 404 contains information about the options
supported for each type of switch . For additional information on specific switch
types, refer to the paragraphs following this table.

TABLE 11-2 Zoning Support

Capability

View View
Switch Active Inactive View Zone/ Zone Set Port
Type Zones Zones Aliases Zone Set Provisioning! Copying Statistics
Brocade Y Y Y Y N Y
McDATA Y Y N Y Y Y
SWAPI to
EFCM2
McDATA N N N N N Y
SNMP
through
proxy?
McDATA Y N N N N Y
SNMP to
switches?
Cisco SNMP | Y N Y N N Y
Cisco SMI-S5 | Y Y Y Y N Y
CNT SMI-S Y Y N N N Y
QLogic Y3 N N N N