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Preface

This guide describes how to use the SVA Path Intelligent Data
Path Management software. SVA Path provides improved
performance and data accessibility for the StorageTek Shared
Virtual Array (SVA).

Who Should Read This Guide

Thisguide is for data administrators, capacity planners,
performance specialists, and system administrators. This guide
assumes that you are familiar with Shared Virtual Array
operations and UNIX system administration.

Shared Virtual Array Documentation

How to Obtain
Software
Documentation

This section lists software and hardware documentation for the
Shared Virtual Array products.

All of the Shared Virtual Array software publicationsareavailable
from the following sources:

. On the SVA Software Publications CD-ROM (part number
3134524nn). To order a copy, contact StorageTek
Publication Sales and Service at 800-436-5554 or send afax
to 303-661-7367.
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. Online (for viewing and printing), at the StorageTek
Customer Resource Center (CRC) website at:
www.support.storagetek.com. Click on Software and go to
the Shared Virtual Array Software list.

Note: Accesstothe CRC siterequiresapassword. To obtain
apassword, call StorageTek Customer Support at
800-678-4430.

SVA Administrator Shared Virtual Array Administrator for Solaris
for Solaris Library Command Quick Reference

. Shared Virtual Array Administrator for Solaris
Installation Guide

. Shared Virtual Array Administrator for Solaris Messages

. Shared VMirtual Array Administrator for Solaris Quick Sart
Guide

. Shared Virtual Array Administrator for SolarisUser’s Guide

Related SVA  For SVA SnapShot for Solaris:
Software

Publications ° Shared Virtual Array ShapShot for Solaris User’s Guide

. Shared Virtual Array ShapShot for Solaris Quick Sart Guide
For SVA Administrator for OS/390:

. Shared Virtual Array Administrator for OS390
Configuration and Administration

. Shared Virtual Array Administrator for OS390
Installation, Customization, and Maintenance

. Shared Mirtual Array Administrator for OS390
Messages and Codes

. Shared Virtual Array Administrator for OS390
Reporting

For SVA SnapShot for OS/390:
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SVA Hardware
Publications

SVA ShapShot for OS/390
Installation, Customization, and Maintenance

SVA ShapShot for OS/390
User’'s Guide

For SVA Consolefor Windows NT (SVAC):

Shared Virtual Array Console for Windows NT
Quick Sart Guide

For any StorageTek software:

Requesting Help from Software Support

Shared Virtual Array hardware publications are availablefromthe
following sources.

On the SVA Hardware Publications CD-ROM (part number
3118447nn). To order a copy, contact StorageTek
Publication Sales and Service at 800-436-5554 or send afax
to 303-661-7367.

Online (for viewing and printing), at the StorageTek
Customer Resource Center (CRC) website at:
www.support.storagetek.com. Click on Disk Subsystems.

Note: Accesstothe CRC siterequiresapassword. To obtain
apassword, call StorageTek Customer Support at
800-678-4430.

The V2X Shared Virtual Array (SVA) library consists of:

V2X Shared Mirtual Array Introduction
V2X Shared Mirtual Array Operation and Recovery
V2X Shared Virtual Array Physical Planning

V2X Shared Mirtual Array Planning, Implementation,
and Usage

V2X Shared Mirtual Array Reference
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V2X Shared Virtual Array System Assurance

Peer to Peer Remote Copy Configuration Guide

The V960 SVA library consists of:

V960 Shared Mirtual Array Introduction
V960 Shared Mirtual Array Operation and Recovery
V960 Shared Virtual Array Physical Planning

V960 Shared Mirtual Array Planning, Implementation,
and Usage

V960 Shared Mirtual Array Reference
VO60 Shared Virtual Array System Assurance

Peer to Peer Remote Copy Configuration Guide

The 9500 SVA library consists of:

9500 Shared Virtual Array Introduction
9500 Shared Virtual Array Operation and Recovery
9500 Shared Mirtual Array Physical Planning

9500 Shared Virtual Array Planning, Implementation,
and Usage

9500 Shared Virtual Array Reference
9500 Shared Virtual Array System Assurance

Xii
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Chapter 1. SVA Path Overview

This chapter provides an overview of SVA Path Intelligent Data
Path Management software and its features.

SVA Path offersanew level of data accessibility and improved
performance for the SVA. It eliminates the point of failure
represented by a single input/output (1/0O) path between servers
and storage systems and permits /O to be distributed across
multiple paths.

SVA Path supports up to:

. 1024 FDEVs per LUN

. 1024 LUNSs (sum of all the LUNs handled by SVA Path)
. 1024 paths (sum of al the paths handled by SVA Path)

. 32 paths per LUN

This means that you can have 512 LUNs with two paths each, or
up to 32 LUNs with 32 paths each.

Failover/Failback Data Paths

By providing alternate 1/0O paths from the server to the SVA,
SVA Path provides uninterrupted access to mission-critical data.
This substantially insulates server applications from I/O path
failures.

In the event of afailed host bus adapter (HBA), interface cable, or
channel 1/O card withinthe SVA, SVA Path automatically reroutes
I/O traffic to an alternate data path. Failover is essentially

transparent, ensuring continuous access to data stored on the SVA.

Chapter 1. SVA Path Overview 1



Load Balancing

When configured in the recommended failback mode, SVA Path
automatically restores the primary data path and system
redundancy once the defective component is replaced.

SVA Path supports up to 32 data paths between a host and any
SVA logical device. Since only two data paths are required for
path failover capability, multiple data paths can be used to balance
the 1/O load evenly across all 1/0 channels. SVA Path measures
the 1/O load being sent to each logical disk device and can reassign
the primary paths of one or more devices to evenly distribute the
load among all available HBAS.

How SVA Path Works

SVA Path'sfilter driver resides between the file system drivers
and the device drivers, within the layered driver architecture. I/O
requests are passed from the file system through the drivers and
ultimately to the hardware.

SVA Path monitors the flow of 1/0O requests through the layered
driver architecture. When it detects afailure along an 1/0 path, it
automatically reroutes the request to an alternate path. Failover to
the redundant 1/0 path is transparent to server applications and
permits continuous access to the information stored on the disk
array(s). To the operating system, thereis only adight delay in
normal 1/O operations during path failover; existing drive
numbers and device access functions continue to work as
expected.

Note: Boot disk failover support is not provided due to the
loading sequence of the filter driver.

Supported SVA Path Configurations

SVA Path supports single server configurations.
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System  Before proceeding to the next chapter, please contact StorageTek
Requirements  Software Support to verify that your site meets the minimum
hardware and software requirements supported by StorageTek.
You will need to provide details about your site configuration,
including:

Host system processor and memory
Host disk space

Host operating system level

SVA subsystem microcode

Host bus attachments (HBAS)
Switches

High-availability software

Third-party disk management software

Summary of SVA Path Benefits

Document Overview

Increases potential subsystem throughput by directing 1/0
through multiple host adapters and SVA channels. Logical
drives can be assigned to host bus adapters, manually
balancing the 1/0 load across paths.

Provides continuous access to mission-critical data by
insulating server applications from /O path failures.

Installs easily and is transparent to server applications.

This manual describes how to install and configure SVA Path on
systems running the Solaris operating system.

Chapter 2 describes configuring your hardware in
preparation for installing SVA Path.

Chapter 3 contains the instructions for installing SVA Path.

Chapter 1. SVA Path Overview 3



. Chapter 4 explains configuring SVA Path.

. Chapter 5 details the syntax and usage of SVA Path
commands.

. Chapter 6 offers assistance in diagnosing error messages.

. Appendix A provides information regarding attachment to
an SVA with SCSI interface.

Note that user documentation for products used with SVA Path,
including Solaris documentation, is referenced throughout this
manual. Have your hardware and operating system manuals
available for quick reference.
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Chapter 2. SVA Path Hardware Setup

Fibre Addressing Concepts

Host Bus
Adapters/Initiators

Domains in Fibre
Channel Connection

The terms “host bus adapter” and “initiator” mean essentially the
samething. Typically, the HBA isacard withinthe host that, inits
role asinitiator, issues commands on the Fibre channel.

StorageTek uses the concept of “domains’ to alow open systems
hosts access to blocks of logical devices (the domains) within an
SVA. A domainisan additional layer of deviceaddressing, but one
that is manually configured by the Customer Service Engineer
(CSE) inthe SVA. This layer of addressing divides the SVA into
“domains of access.” There can be up to 16 (0-15) domains per
SVA, with each domain having one target with 256 LUNSs. There
isa Iirlnit of 1024 total devices available within an SVA.(4096 for
V2X)

Each open systems host initiator is connected with Fibre cablesto
acontroller card port, giving it accessto the devicesthat have been
configured within its domain. (An open systems host cannot see
devices in domains other than the one to which it is attached.)

Full SVA Peath functionality requires that redundant initiators can
access the SVA over redundant data paths.

Figure 2-1 shows two data paths connecting the open systems
platform to the attached SVA using Fibre cables.

1. Using al allowed domains, targets, and LUNS, there are more
than 1024 logical devices, but the SVA has alimit of 1024 logi-
cal devices.(4096 for V2X)

Chapter 2. SVA Path Hardware Setup 5



Open Shared Virtual Array

Systems
Platform
ICF Cards
Fibre Cable .
Domain O
Fibre Cable Domain 1
Fibre Cable Domain 2
Fibre Cable Domain 3
ICF Cards

Figure 2-1 Fibre Paths from the Host to the SVA

Note: In the above figure, adomain can represent up to 256
logical devices (1 Target x 256 LUNs= 256 Logical Devices). An
SVA islimited to 1024 logical devices.(4096 for V2X)

Domain Numbering  Using Fibre connection, the domain number is configured at the
SVA operator panel by the StorageTek Customer Service
Engineer.

The domain number is never seen by the open systems host; from
its point of view, just atarget and logical unit number areinvolved
in an 1/0O operation.
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Domain Numbering
with Fibre and
SVA Path

Hardware Preparation

Configuring a
Solaris System to
See New Devices

It is not normally advisable to have more than one path from a
single host set to the same domain number to agiven SVA (in case
two hosts attempt to share the same LUN and so corrupt the data
stored onit). SVA Path requires exactly this configuration for
failover to work.

SVA Path manages multiple paths from a single host, using
identical domain numbers.

Perform the following steps on the Solaris host:

Note: If any of the following steps do not produce the expected
result, refer to your Solaris system administrator documentation
for instructions on setting up the host platform correctly.

1

2
3.
4

Set the domain addresses at the SVA Operator Panel.
Loginasroot.
Open a console or terminal window.

Determine which controllers are being used to attach the
Solaris host to the Shared Virtual Array (SVA).

Define the LUNSs (logical unit numbers) on the SVA you
want to be able to access now and in the foreseeable future.

Openthe /kernel/drv/sd.conf fileand scan its
contents.

a Ifthefilelistsal thefunctional devicesyouwant to be
able to access on the SVA, and you know the devices
were added to the file before the host was rebooted
last, you will not need to reboot again. Perform the
following steps:

Exitthe sd.conf file

Reconfigurethe /dev i ce entries on the host:
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fidrvconfig

Reconfigure the /dev entries on the host:
fdisks

b. If thefile doesnot list all the functional devicesyou
want to be able to accesson the SVA, or if thefilelists
them all but you are not sure whether they were added
before the last reboot, perform the following steps:

Add any missing functional devicestothefile. Besure
to add all the targets and LUNS necessary, as the
sd.conf fileisonly consulted at boot time, and | ater
additions will require areboot of the host. Each new
entry for fibre should look like:

name="sd" parent="nnnn" target= nn lun=
n;

or for scsi should look like:
name="sd" class="scsi" target= nn lTun= n;

Where nnnn isa4-character string that indicates the
card manufacturer/type (for example, |pfc=Emulex,
jnic=JNI, etc.). Thetarget nn isaninteger from O to
15. The LUN nisaninteger from 0 to 255 that
corresponds to the device LUN.

Save and exit the sd . conf file.

Reboot the system, telling it to reread the attached
devices and reconfigurethe /device and /dev
entries:

finit 0
#boot -r
7. Loginasroot.

8.  Perform the following steps to verify that the new devices
are configured correctly on the Solaris host:
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Display all the SCSI devices the host recognizes:
#format

Thedisplay for adual-path system would appear something
like the following:
AVATLABLE DISK SELECTIONS:

0. c0t0d0 <ST39140A cyl 17660 alt 2 hd 16 sec 63>
/pci@lf,0/pcill/ide@3/dad@0,0

1. ¢c1t0d0 <STK-V960-0401 cyl 10013 alt 2 hd 15 sec 48>
/pci@1f,0/pci@l/scsi@l,1/sd@0,0

2. cltld0 <STK-V960-0401 cyl 10013 alt 2 hd 15 sec 48>
/pci@lf,0/pci@l/scsi@l,1/sd@1,0

3. clt2d0 <STK-V960-0401 cyl 3335 alt 2 hd 15 sec 48>
/pci@lf,0/pci@l/scsi@l,1/sd@2,0

4. c2t0d0 <STK-V960-0401 cyl 10013 alt 2 hd 15 sec 48>
/pci@1f,0/pci@l/scsi@2,1/sd@0,0

5. ¢c2t1d0 <STK-V960-0401 cyl 10013 alt 2 hd 15 sec 48>
/pci@lf,0/pci@l/scsi@2,1/sd@1,0

6. c2t2d0 <STK-V960-0401 cyl 3335 alt 2 hd 15 sec 48>
/pci@lf,0/pci@l/scsi@2,1/sd@2,0

Specify disk (enter its number)

Figure 2-2 Example format Output for a Dual -Path System

10.

11.

Each of the three disk devicesin our exampleis seen twice,
once on the first controller (¢ 1) and again on the second
controller (c2).

Verify that all of the new device(s) you have defined are
included in the display. They are identified with atype of
STK-V960-nnnn.

Write down thefirst six characters (the controller, target, and
device numbers) of the new device(s). Thisinformation
looks something like:

c1t0do

Press Ctl-d to exit the format utility.

The Solaris host is now ready for SVA Path installation.

Note: Each LUN defined above must be |abeled and formatted

pri

or to use, using the format command. For help, consult the

man pages or the appropriate system user documentation.
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Once the new virtual devices have been labeled, initialize and
mount them in standard fashion to prepare them for data storage.
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Chapter 3. SVA Path Installation

This chapter describes how to install SVA Path for use with SVA.

Note: On systemsthat will run SVA Administrator (SVAA) with
SVA Path, SVAA can be installed before SVA Path, but afew
additional steps must be performed after SVA Path installation.
See the section beginning on page 16 for details.

Note: On systems running Veritas Volume Manager, some
additional procedures must befollowed in advance of installation.
Refer to the section beginning on page 18 for instructions.

Note: Referencesto product version numbers (such as
"VxVM 3.1.1") imply that version "or greater" unless arangeis
specified.

Note: SVA Path ignoresthe boot disk; this ensures anormal boot
sequence.

Before beginning the installation, please contact StorageTek
Software Support to verify that your site meets the minimum
hardware and software requirements supported by StorageTek.
You will need to provide details about your site configuration,
including:

. Host system processor and memory
. Host disk space
. Host operating system level

. SVA subsystem microcode

Chapter 3. SVA Path Installation 11



. Host bus attachments (HBAS)
. Switches
. High-availability software

. Third-party disk management software

Installing SVA Path on Solaris

Note: If apreviousversion of SVA Pathisinstalled on your
system, it must be uninstalled before upgrading SVA Path (See
“Uninstalling SVA Path,” on page 20).

Follow these stepstoinstall the SVA Path driver and its supporting
files:

1.  Set the domain addresses on the SVA (refer to “Hardware
Preparation,” on page 7).

2. Loginasroot onthehost on which you areinstalling
SVA Path.

3. If you choseto disable SVA Path LUN exclusion (default
behavior) edit the /etc/system fileto include the
following line:

set spd:spd_exclusion_enable = 0

Thisis not recommended, however. The preferred method
is shown in step 10, below.

4.  Reboot the host. When the host is back up log in asroot.

5. Insert the SVA Path installation CD (refer to Sun
documentation for CD-ROM operation).

6. Fromtheroot directory:
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a

Change to the CD directory (for example):
ffcd /cdrom/cdrom0

Note: If the directory tree opens, closeit.

b.

Issuean 1s command to locate the installation
filename and build number for usein subsequent steps

From the CD directory, issue the following command:

#./svapath-install install svapath-
solaris-3.3-nnnn.pkg

where nnnn is the build number from step b.

Note: Starting from SVA Path 3.2 build 720, if the
spd.conf, sppath.conf,and spmon.conf
files are backed up to
/opt/storagetek/svap_bak,they arerestored
during this SVA Path installation.

Thenew installed * . conf filesare copied to
/opt/storagetek/svap_install.

If you need afresh configuration of SVA Path, issue
the following commands:

ffcp /opt/storagetek/svap_install/spd.conf
/kernel/drv/spd.conf

fficp /opt/storagetek/svap_install/spn.conf
/kernel/drv/spn.conf

ffcp /opt/storagetek/svap_install/spmon.conf
/etc/spmon.conf

ffcp

/opt/storagetek/svap_install/sppath.conf
/etc/sppath.conf

7.

Follow the onscreen instructions to complete the
installation.

Eject the CD, by entering the appropriate system command,
for example:

Chapter 3. SVA Path Installation 13



10.

11

12.

ffeject

or

ffeject cdrom

After installation is complete, reboot Solaris:
ffboot -- -r

Note: If thisisanew installation of SVA Path, a second
reboot will be automatically initiated when the first has
completed. Configuration files are written during the first
boot that must then be read and implemented during the
second.

Note: If thisisan SVA Path upgrade (Version 3.2,

Build 0720 or greater), configuration files saved during the
uninstall are automatically restored; use sppath -v and
setsp -a toverify correct restoration of the saved
configuration files.

After re-booting on a first-time installation, ALL devices
will be excluded by default. 1ssue the following command
to enable them all:

fhsetsp -e0 -1 all

To selectively enable devices, use:
fhsetsp -e0 -1<spdh>

where spdN is the number of the spd device you wish to
enable.

Run format toverify that all appropriate devicesare listed
as SVA Path devices, which are shown in the format:

/pseudo/spn@<n>/spd@<tgt>,<lun>

To correlate the pseudo-devices to the original device
names, runsetsp -a.Thenew devicenameappearsinthe
first column of the same entry, below the spd number (See

14
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Figure 4-1, “ Sample Output of setsp -a Command” on page
27).

13. If you are using fibre channel HBAs (either the Emulex
LP8000 or INI FC64-1063 HBA cards), their configuration
files must be manually edited to allow 10 seconds for loop
recovery before allowing commands to fail and triggering
path failover.

For Emulex LP8000, edit the
/kernel/drv/1pfc.conf filetoincludethe
following:

Tinkdown-tmo = 10;

For INI, editthe /kernel/drv/fcaw.conf fileto
include the following:

failover = 10;

Note: Changing thistimeout value to a number higher than
10isnot advisable asit’'s value can be additive to other
system timeout and retry values and may cause extremely
long delays before path failover will occur.

14. Edit any other application-specific files(/etc/vfstab,
for example) to reflect the new device names. New device
files— identical to the pre-installation device files, except
for their controller numbers—are generated during
SVA Path installation for all SVA devices (including those
accessible by only asingle path). Any applications aready
configured to use the older device filesto access SVA LUNs
must be reconfigured to use the new pathnames (an example
of thisis given in the instructions below for installing
SVA Path with SVA Administrator).

Note: If you are using Veritas Volume Manager and follow
the directions beginning on page 18, VxVM should require
no reconfiguration.

Theinstallation is now complete.
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Installing SVA Path with SVA Administrator

SVAA uses adesignated LUN on the SVA for administrative
commands. This LUN is the Extended Control and Monitoring
(ECAM) device.

Note: Since patch 13, SVAA hasthe possibility to handle several
ECAM devices per subsystem. This provides afail over
mechanism but, to avoid any interaction between SVAA and
SVAP, itisadvisedto remove al ECAM devicesfrom the control
of SVA Path. Consult your SVAA documentation for details on
running SVAA's sibconfig command to add several ECAM
devices

After SVA Pathisinstalled and the host has rebooted, run setsp —
a, record the spd number and paths displayed on the screen, above
the ECAM device path. Then, for al the spd number found, run
the following commands from a Command Prompt window:

1. Instruct SVA Path to terminate the spd driver:
ffsetsp -T -1<spdh>

2. Instruct SVA Path to ignore these paths/disks:
fsppath -1 <cXtYcZ>

3. Onceadll the ECAM devices removed from SVA Path
control, make the update permanent::

ffsetsp -g
Changes will take effect only after the next reboot of the host.

Excluding the ECAM  When using SVA Path and VXVM 3.1.1 (or greater), the ECAM
Device from devicefor an SVAA server must be excluded from both SVA Path
SVA Path and VxVM and VxVM DMP control.
Control

Note: The following example assumes two paths (c1t0d0 and
€2t0d0) to an ECAM device.
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1. Dothefallowing to exclude the ECAM device from
SVA Path control:

a  Usesetsp command to terminate the spd device the
ECAM device:

fhsetsp -T -1<spdN>

b. Usesppath command to make the ECAM device
pathsto be ignored by SVA Path:

fsppath -1 c1t0do
ffsppath -1 c2t0d0

c.  Usesetsp command to update the SVA Path
configuration:

ffsetsp -g

2. Dothefollowing to exclude the ECAM device from VxXVM
DMP control:

Note: If both SVA Path and VXVM 3.1.1 areinstalled, refer to
“Version 3.1.1 and Higher,” on page 19 to excludethe pathsfor the
ECAM device from SVA Path control

Note: If only VxVM 3.1.1isinstalled and you want the SVA
devices except the ECAM deviceto be controlled by DMP, do the
following.

a  From™ Volume Manager Support Operations,” select
17 to prevent multipathing /Suppress devices from
VXVM'sview.

b.  From the "VolumeManager/Disk/ExcludeDevices"
menu, select 6 to prevent multipathing of adisk by
VXVM.

C. Enter the device path, ex. c1t0dO.

d. Repeat 3toexcludeall pathstothe ECAM devicefrom
DMP.
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Installing SVA Path with Veritas Volume Manager

Version 2.4 to 3.10

Versions 2.4 and higher of the Veritas Volume Manager (VxVM)
and the Sun Enterprise Volume Manager are compatible with
SVA Path.

If you are running VxVM version 2.4 to 3.1.0, continue with the
following section; If you are running VXVM version 3.1.1 or
higher, go to “Version 3.1.1 and Higher,” on page 19.

If you are already running VxVM (version 2.4 to 3.1.0), you must
disable the Veritas DMP driver before installing SVA Path. The
DMP driver duplicates some SVA Path driver functionality and is
not compatible with it.

If you areinstalling SVA Path beforeinstalling VxVM, SVA Path
will prevent VxVM frominstalling its DMP driver. You can use
the normal installation described above and then install VXVM.

The instructions below for removing the DMP driver summarize
those given for usersof Sun’'s AP driver inthe DMP | ssues section
of the VERITAS Volume Manager Release Notes, Release 2.5.1,
page 17; the process is the same for SVA Path users. If you are
running the Sun Enterprise Volume Manager, please consult that
product’s release notes for instructions for removing the DMP
driver.

1. Useumount tounmount al filesystems that have been cre-
ated on VxXVM volumes.

2. Stop VxVM with the command:
ffvxdct1 stop

3. Edit /etc/systemand remove the following line:
forceload: drv/vxdmp

4.  Removethe vxdmp driver fromthe /kernel/drv
directory:

ffrm /kernel/drv/vxdmp
/kernel/drv/sparcv9/vxdmp
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Version 3.1.1 and
Higher

5. Removethe VxVM DMPfiles:
#irm -rf /dev/vx/dmp /dev/vx/rdmp

6. Link thedmp devicefilesto /dev/dsk and /dev/rdsk:
#Iin -s /dev/dsk /dev/vx/dmp
#1n -s /dev/rdsk dev/vx/rdmp

7.  Reboot the system.

You can now proceed with the normal SVA Path installation.

Note: For the duplicate paths to operate properly, care must be
taken not to use the new devices until the system is completely
configured: proceed to the next chapter.

With Veritas VxVM version 3.1.1 (and higher), DMP cannot be
removed.

Note: vxinstall or vxdiskadm can be used to prevent multipathing
of al the devices on the controllers that will be controlled by
SVA Path, preventing conflict between SVA Path and Veritas
DMP.

Note: If VXVM isinstalled after SVA Path, perform thefollowing
procedure after installing VxVM and re-boot the system. If

SVA Pathisinstalled after VxVM, perform the procedure before
installing SVA Path.

The following example uses vxdiskadm to prevent conflict
between SVA Path and Veritas DMP:

1.  From "Volume Manager Support Operations,” select 17 to
prevent multipathing/Suppress devices from VXVM’s view.

2. From the "VolumeManager/Disk/ExcludeDevices' menu,
select 5 to prevent multipathing of all disks on a controller
by VxVM.
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3.  Enter the controller number; then relay to the questionsto
make the devices on the controller to be non-multipathed
devices.

4. Repeat Step 3, as needed.

5. Returnto the "VolumeManager/Disk/ExcludeDevices"
menu, and select 8 to list the currently-suppressed/non-
multipathed devices to verify that the controllers are
excluded.

6. Proceed with the normal SVA Path installation.

Uninstalling SVA Path

Note: For SVA Path 3.2 (Build 0720 or later), the uninstall
sequence will automatically save existing SVA Path configuration
files. Those configuration files will be used when the SVA Path
upgradeisinstalled. For versions of SVA Path before build 0720,
configuration files must be saved manually when uninstalling
SVA Path (See“Manually Saving SVA Path Configuration Files,”
on page 20). Manually saved files will then be automatically
restored during installation of upgrade (Build 0720 or later) code.

1. Mountthe CD-ROM asdescribed in theinstall ation section,
and run the following command from the CD directory:

#./svapath_install uninstall

2. Restore any application-specific files that were modified
during the installation procedure (suchas /etc/vfstab).

3. Restore the hardware configuration (XSA Domain
switches).

4.  Reboot the system.
Manually Saving  If you are uninstalling SVA Path in order to upgrade from a

SVA Path  versionof SVA Path before 3.2 build 0720, you may want to save
Configuration Files  and restore your current configuration files.

20 SVA Path for Solaris User’'s Guide



Uninstalling
SVA Path with
Veritas Volume
Manager

Perform the following steps to manually backup existing
configuration files:

ffsetsp -g
ffmkdir /opt/storagetek/svap_bak

ffcp /kernel/drv/spd.conf
/opt/storagetek/svap_bak/spd.conf

ffcp /kernel/drv/spn.conf
/opt/storagetek/svap_bak/spn.conf

ficp /etc/sppath.conf
/opt/storagetek/svap_bak/sppath.conf

ffcp /etc/spmon.conf
/opt/storagetek/svap_bak/spmon.conf

These saved backup files will be automatically restored when the
upgrade (Version 3.2, Build 0720) isinstalled.

Uninstall SVA Path normally (See “Uninstalling SVA Path” on
page 20). After the reboot, Volume Manager will continueto
function normally. (VxVM will function normally even after the
packageisremoved and before thereboot, aslong asno attempt is
made to reconfigure it, in which case it would try to open

SVA Path device files no longer present on the system.)

Volume Manager will also function normally with DM P disabled
(asdirected in “Installing SVA Path with Veritas Volume

Manager” on page 18). If DMP isrequired, however, refer to the
Volume Manager documentation for instructions on re-enabling it.

If SVA Path is permanently uninstalled, remove
/kernel/drv/ap if—and only if —it is zero-length file. It is
thisfile that prevents VxVM from installing DMP.
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Installed Files

Table 3-1

During installation, the fileslisted in Table 3-1, “Installed SVA
Path Files’ are placed in your system.

Installed SVA Path Files

File

Description

/kernel/drv/spn

nexus (virtual HBA) driver, 32-bit mode

/kernel/drv/sparcv9/spn

nexus driver, 64-bit mode

/kernel/drv/spn.conf

spn configuration file

/kernel/drv/spd

SVA Path driver, 32-bit mode

/kernel/drv/sparcv9/spd

SVA Path driver, 64-bit mode

/kernel/drv/spd.conf

spd configuration file

/kernel/drv/ap

blocksinstallation of DMP driver. see
“Uninstalling SVA Path with Veritas
Volume Manager”

/usr/sbin/sppath

gualifies and claims SVA storage devices
for SVA Path control

/usr/sbin/setsp

configures SVA Path parameters

/etc/sppath.conf

sppath configuration file

/etc/spmon.conf

configures load balancing parameters

/etc/spd/bin/spmon

monitors device paths and implements
load balancing

/etc/spd/bin/badlinks

daemon that removesinactive links during
uninstall process

/etc/spd/bin/forceload_add

adds forcel oad statements to
/etc/system (invoked by setsp)

/etc/spd/bin/forceload_rm

removes forceload statements from
/etc/system (invoked by setsp)

/etc/init.d/spconfigure

configures SVA Path devices at
reconfiguration reboot

/etc/init.d/spdaemon

stops and starts spmon daemon
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SVA Path Device Naming on Solaris

How Device
Filenames Are
Chosen

Inatypical, single-path disk storage system, each physical disk is
represented in the host's / de v directory by a set of specia device
files representing the raw and block mode device instances for
each possible disk partition on that device. For simplicity, we will
discuss this set of device files as a single device filename and
disregard both the first parts of the pathnames that distinguish
between raw and block modes and the suffixes that identify
individual partitions.

Asalayered driver that runs on top of the standard Solaris disk
driver (sd or ssd), SVA Path creates its own device files for
physical devices, and it isthrough these filenames that
applications access the devices. When multiple pathsto asingle
device exist, so would multiple device files be present, one for
each path viathe native disk driver. In these cases, which are
typical of SVA Path installations, SVA Path creates asingle
additional device filename for applications to access the device
and manages the origina device files transparently to those
applications.

For example, two connectionsto aLUN on an SVA might present
the device to the Solarishost as c1t0d0 and c2t0d0. When
SVA Pathisinstaled, it creates athird set of device files named
c3t0d0, and blocks applications' access to the original two
devicefiles.

In order to provide interoperability with complementary storage
management software (e.g., Solstice Disk Suite and Veritas
Volume Manager), SVA Path uses standard Solaris device names
intheform c Xt Yd Zs P, where X represents a controller or HBA
number, ¥ represents a SCSI target number, Z represents a SCSI
logical unit number, and P represents a slice or partition number.

When SVA Path adds new device files to the system and changes
the device names by which pre-existing devices must be accessed,
the new devicefiles, in order to be as easily understood as
possible, retain the SCSI target and LUN (logical unit) numbers
from the original devicefiles.
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For example, a set of physical devices might originally be
accessibleviaHBAs c1 and c2. When SVA Path isinstalled, a
new, virtual HBA, c3, will be created, along with virtual disk
device files whose names start with ¢3 and which have the same
target and LUN numbers asthe original devicefiles. Therefore, a
device originally accessible via the fibre channel or SCSI disk
driver devicefilesc1t4d0 and c2t4d0 will, after SVA Pathis
installed, be accessed through the SVA Path devicefile c3t4d0
(Figure 3-1, “SVA Path Device Filename Management”).

Host Applications

!

c3
Virtual

Controller
|

SVA Path creates a virtual controller and presents
the device to host applications as a single device.

SVA Path

SVA Path sees both device filenames for the
disk as presented by each of the two controllers

L

cl c2
Physical Physical
Controller Controller
(HBA1) (HBA2)

Figure 3-1 SVA Path Device Filename Management
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Devices without
Redundant Paths to
the Host

Reconfiguration for
Existing
Applications

If the target and LUN numbers assigned to the device are different
on each physical path, SVA Path usesthe target and LUN number
associated with the lowest numbered HBA. If adeviceis
originally accessibleas c1t4d0 and c2t2d0, for example, the
c1t4d0 device name has the lower controller number (c1) and
thus SVA Path takes the target (t4) and LUN (d0) number from
it to construct the new device name, c3t4d0.

If there are more than one set of redundant paths, there could be
more than one device with a given target and LUN number. For
thisreason, SVA Path creates a different virtual HBA for each set
of redundant physical HBASs. For example, if one deviceis
accessibleviaclt0d0 and c2t0d0, and another deviceis
accessibleviac3t0d0 and c4t0d0, SVA Path would create two
new devicefilesc5t0d0 (for c1t0d0 and c2t0d0) and
c6t0d0 (for c3t0d0 and c4t0d0).

SVA Path does not select the controller number used; instead, the
number is assigned by the disks (1m) program automatically
during the reconfiguration reboot process, just as it would be for
any new physical HBA added to the system.

SVA Path createsvirtual devicefilesfor all supported devicesand
blocks access to them through their original device filenames
whether or not they are accessible via redundant paths. Virtual
devicefiles are created for devices that have only one physical
path for two reasons:

1. adevice could actually have redundant paths but only one
was functional at the time that SVA Path wasinstalled

2. thedevice could be part of a SAN configuration whereitis
necessary to prohibit applications on the local host from
accessing the device because the device was assigned to
another host on the SAN.

As explained above, any physical device supported by SVA Path
and inuseprior to SVA Pathinstallation will, from the perspective
of host applications, be renamed during installation. This has no
effect on storage encapsulated by the Veritas Volume Manager or
Sun Enterprise Volume Manager, but other applicationswill need
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Underlying Device
Pathnames

to be redirected to the new filenames, by either editing
/etc/vfstab or modifying the configuration of theindividual
application to reflect the new device names.

Following Solaris convention, the devicefilesin /dev/dsk and
/dev/rdsk areactualy symboliclinkstoreal devicefilesinthe
/devices directory tree. A typical SCSI disk driver devicefile
is/devices/pci@lf,4000/scsi@3/sd@4,0,which
referstoadisk at target 4 LUN 0 attached to the SCSI HBA in PCI
dot 3. In some hardware configurations, theword scsi may be
replaced by the name of a specific HBA driver, such as i sp or
fas.

The corresponding SVA Path devicefileis similar. For example,
/devices/pseudo/spn@l/spd@4, 0 indicatesan spd
(SVA Path driver) device with target 4 and LUN O, attached to
SVA Path virtual HBA (spn) number 1. These device paths are
also displayed by format (1m) and certain other utilities.
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Chapter 4. SVA Path Configuration

This chapter explains the default configuration after installation
and the procedures for reconfiguring SVA Path.

The Default Configuration

During installation, in addition to device files for the redundant
physical pathsto each SVA LUN, SVA Path creates avirtual
devicefilefor each SVA LUN. Itisthevirtual devicefilethat will
actually be used by applications to access that LUN (the original
and redundant data paths should never be used to access the
device, or dataon the LUN could be corrupted).

Usethesetsp -a command to display the default path
configurations.

# setsp -a
spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0 c7t0d0/sd66 Excluded X X 32 1 20 3000 1
c8t0d0/sd88 Excluded X
spd0 = ¢3t0d0 ID = "STK V960 0000000010390000"
1 c7t0d1/sd67 Excluded X X 32 1 20 3000 1
c8t0d1/sd89 Excluded X
spdl = c3t0d1l ID = "STK V960 0000000010390001"
2 c7t0d2/sd68 Excluded X X 32 1 20 3000 1
c8t0d2/sd90 Excluded X
spd2 = c3t0d2 ID = "STK V960 0000000010390002"

Figure 4-1 Sample Output of setsp -a Command

Note: Default path configuration has all paths excluded.

The column headingsidentify the various fields on this screen, the
last seven of which are user-configurable parameters for the
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device. Thesetsp -a output fields (with their default values,
when applicable) are described below. The commands used to
change the default settings are described in the following section.

spd isthe SVA Path driver number, an ID assigned to the
deviceby SVA Pathandusedin /var/adm/messages (X
intheformat spd X). The spd X =field givesthe virtual
device name created by SVA Path to access the device.

Path/di sk shows the device names and Solaris SCS| or
fibre channel disk numbers (in the format, sdnn or
ssdnn) for the redundant physical pathsto the device.

Status showsthecurrent state of the path. Good pathsare
functioning normally. Bad paths have failed. Exc1uded
paths are unavailable to applications on the host.

Primary showswhich of thephysical 1/0O paths connecting
the device to the host’s host bus adapters (or controllers) is
defined as primary (marked by an X). In the default
configuration, primary path assignments, from device to
device, cycle sequentialy through the available data paths.
Figure 4-1, “ Sample Output of setsp -a Command” shows
thisin an aternating, dua-path configuration: spd0 hasa
primary path to controller 7, spd1 usesits path to controller
8 asprimary, and spd? alternates back to controller 7. The
device' s duplicate path(s) are “hidden” unless the primary
path fails over to one of them.

Note: When Load-balancing is enabled all paths are active
at all times, but there is no indication on this display.

Exclude indicates the exclusion setting, which is used to
keep particular servers from reading particular logical
drives. LUN exclusion is set to 1 (exclusion) for all devices
by default.

Buf isthe number of buffer pointers (or buffer structures)
pre-allocated for each logical device. For peak performance,
Buf should be approximately equal to the maximum useful
queue depth of the logical unit. The default valueis 32.
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. Balance indicates whether load balancing is enabled for
the device. 1 means |load balancing enabled. 0 means load
balancing not enabled.

. RtrCount isthe number of timesafailed I/0O will be
retried on the primary path—after it hastried unsuccessfully
to useits alternate path(s) and returned again to the primary.
When the specified number of retries have failed, the 1/0
fails. The default valueis 20.

. RtrDelay isthetimeinterval, in milliseconds, between the
retry attempts described in the preceding parameter. The
default valueis 3000 ms.

. Fai1Back indicates whether failback is enabled for the
logical device. When failback is enabled (the default setting
of 1), SVA Path will keep testing a path that has failed and
return it to service (asthe primary path or in sequential load
balancing) as soon as the path is restored.

If the default configuration is satisfactory, no configuration of
SVA Path is necessary.

Changing the Default Configuration

Specifying a Device
for setsp

Theinformation displayed by setsp -a isstoredinthe
configuration file /kernel /drv/spd.conf, which should
never be edited directly. User-configurable parameters must be
changed exclusively through the set sp command options
provided for that purpose.

Any setsp command intended to act on a specific device,
including those described below for changing devices default
SVA Path parameters, needsto specify the deviceto beacted upon.
Thisisdonewiththe - 1 option (notethat thisisalowercase letter
L, and not the number 1) followed by the numerical element of the
device's spd number, as expressed in the syntax illustrations
below as - 1 <x>. A device's spd number islisted in the first
columnof thesetsp -a output (Figure4-1, “ Sample Output of
setsp -a Command” on page 27).
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To apply the command to all of thedevicesuse -1 al1. Whether
you are applying the configuration command to asingle device or
to al devices, only one parameter can be changed per command.

Assigning a New  The syntax for changing an SVA LUN’s primary data path is
Primary Path

setsp -1<x> -p<n>

where <x> isthe numerical element of the spd number (see
above) and <n> isthe number of the new path. The path number
can be obtained by simply counting down s et s p’slist of physical
paths (inthe Path/d1i sk column), starting from zero.

The command to change the primary path shownin Figure 4-1, on
page 27, for the SVA devicewiththe spd ID of 0 from itsdefault
path to controller 7 to the path to controller 8, then, would be:

ffsetsp -10 -pl

If yourunasetsp command with the verbose option (- v), the
configuration change will be displayed on screen (below).

# setsp -v -10 -pl

spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack

0 c7t0d0/sd66 Good 32 0 20 3000 1
c8t0d0/sd88 Good X
spd0 = c3t0d0 ID = "STK V960 0000000010390000"

Figure 4-2 Using setsp -p in Verbose Mode

Turning the  The syntax for changing the exclusion setting for adeviceis

Exclusion Setting

Off and On setsp -1<x> -e{0]1}

where <x> isthe spd number (or a 1 1) and the -e option takes one
of two arguments:

. -e0 turnsexclusion off (makesthe device visible to the host);
. -el turns exclusion on (excludes the device).

In asingle-host configuration all devices should be visible to the
host. Devices can be included (or unexcluded) by using the
command.
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Redefining the
Buffer Pointer
Allocation

Changing the Retry
Count and Retry
Delay

Turning Failback Off
and On

fhsetsp -1 all -e0

All devices may be included, because no other host can access
them at the sametime. However, in amultiple-host environment,
where all spds are visible to SVA Path on al hosts, spds must be
either excluded or included so that a host shares no spds. Use the
ID number under the spd columnonthe setsp -a output to
identify devices. Do not use the spd X number.

The syntax for changing the number of buffer pointers pre-
alocated for agiven deviceis

setsp -1<x> -n<n>

where <x> isthe numerical element of the spd number (see
“Specifying a Device for setsp” on page 29) and <n> isthe new
value. The number of buffer pointers recommended for a given
deviceis approximately equal to the logical unit’'s maximum
useful queue depth; the default value of 32 should suit most SVA
devices.

The syntax for changing the retry count for adeviceis
setsp -1<x> -r<n>

where <x> isthe numerical element of the spd number (see
“Specifying a Device for setsp” on page 29) and <n> isthe
number of times afailed I/0 will be retried on the primary path
(after itsaternate paths have been tried unsuccessfully) before the
path is marked asfailed (withaStatus of Bad).

The syntax for changing the retry delay for adeviceis
setsp -1<x> -d<n>

where <x> isthe numerical element of the spd number and <n>
istheinterval in milliseconds between the retries specified by the
retry count parameter.

The syntax for changing a device's failback modeis

setsp -1<x> -f{0]1}
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where <x> isthe numerical element of the spd number (see
“Specifying a Device for setsp” on page 29) and the - f option
takes one of two arguments:

. - 0 turns failback off;

. -f1 turnsfailback on.

Dynamic Device  Thenew LUN must be created on the SVA before configuring it
Detection  on SVA Path.

1.  Runthefollowing command to configurethe /devices
directory:

ffdrvconfig -i sd

2. Runthefollowing commandtoadd /dev entriesfor the
new LUN:

fidisks

3.  Runthefollowing to confirm that the new deviceshave been
created:

Jformat

4.  Runthefollowing command to update the
/etc/sppath.conf configuration file:

ffsppath

5. Run thefollowing command to update the
/etc/spd.conf file

ffsetsp -g
6.  Runthefollowing command to stop the spd driver:
fhsetsp -T -1<new_spdN>

7. Start the spd driver for any new devices that have been
created:

ffsetsp -S -1<new_spdN>
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Deleting Devices

10.

11.

To turn off exclusion on the new logical device, run the
following command:

ffsetsp -e0 -1<new_spdN>
Run the following:
##drvconfig

The run the following:

##disks

If you are running SVA Path with Veritas, run the following
command, which will allow Veritas to scan for any new
drives:

ffvxdctl enablen

Note: Prior to deleting adevicefrom SVA Path, you must remove
the device from the associated volume group and logical volume
configuration, as necessary.

Use the following steps to delete a device:

1

From the command prompt, run the following command to
instruct SVA Path to terminate the spd driver:

fsetsp -T -1(spdN)

From the command prompt, run the following command to
instruct SVA Path to ignore these paths/disks:

ffsppath -1 cxtydz

From the command prompt, run the following command to
make the update permanent:

ffsetsp -g
Use the SVAA CLI or the SVAC to delete the device.

Note: To remove a specific device from the ignored devices list,
firstrunthe sppath -D command to remove all devices from
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Excluding a Device
Using the -x Option

thelist, thenrunthe sppath -1 cxtydz command for each
device you wish to return to the list.

The -x option causes a device to be inaccessible from SVAPath.
Thedevicethenwill still be under SVA Path's control but can only
be accessed from the system. This option is useful with LUN
masking.

1

To exclude a device using the -x option, run the
fhsetsp -x -1<spdNh>

command, where spd# is the number of the SPD to be
excluded.

Next, you need to stop the spd using the following
command:

fsetsp -T -1<spdh>

Note: Noticethat the SPD is till in sppath.conf, but
not in spd.conf, indicating that this spd is still under
SVAPath's control.

To check for devices that have been excluded using the -x
option, type the following command:

ffsetsp -u2

To remove the device from the excluded devices list
(displayed with the u2 option), run the following commands:

ffsetsp -g -1<spdh>
fhsetsp -S -1<spdh>
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Chapter 5. SVA Path Operation

This chapter describes SVA Path commands and options.
There are three basic commands in SVA Path

. setsp isused to examine and configure the system’s
operating parameters, and as such is the command most
often invoked by the user.

. Spmon monitors path states and implements load balancing.

. sppath identifies devices to be placed under SVA Path's
control.

The setsp Command

The setsp command is used for most configuration tasks.

When specifying devices, only onedevice or all devices should be
specified for any given command. Whether you are applying a
configuration command to a single device or to al devices, only
one parameter should be configured in a given command.

Table 5-1, “ setsp Command Options’, on the next page givesa
brief explanation of setsp command options. Those used to
configure SVA Path device parameters are covered in some detail
in “Changing the Default Configuration,” on page 29. In these
cases, the page number for an option’s more detailed explanation
is noted parenthetically.

The output of setsp isaso used in conjunction with the event
listingsin /var/adm/messages to determine the nature and
physical location of failures. Thisis covered, in Chapter 6,
“Diagnosing Errors’ on page 51.
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Commands that take arguments (shown in brackets after the
command) require an argument and should not be run without one.

Table 5-1  setsp Command Options

Option Effect

"8 show current device configuration and
state (default behavior if no other optionis
specified)

b{0]1) set load balancing for alogical drive:

-b0 disablesload balancing for the
device; - b1 enablesit (enabled by
default)

-d<n> set aretry delay of n for alogical drive,
where n istheinterval between retriesin
milliseconds (Page “ Changing the Retry
Count and Retry Delay,” on page 31)

-e{0]1} set exclusion for alogical drive:

- e0 includes the device;
-e] excludesit;

excluded devices are not accessible by
user applications;

devices are excluded by default

-Flo[1) set failback for alogical drive:

- 0 disables failback for the device;
-1 enablesit (Page 31)

-9 generate configuration files after an
sppath command (Page 49)

- show contents of driver configuration files
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Table 5-1  setsp Command Options

Option

Effect

-L {parameter}

show current device configuration
according to condition(s) defined by setsp
command option parameter(s) (e.g., setsp -
L -el listsal excluded devices; setsp -L -
b0 -f1 lists all devices that have load
balancing disabled and failback enabled);

acceptable parameters are: -1, -e, -p, -b, -r,
-d, and -f

-T{<n>]all)

specify alogica drive for the command,
where;

nisthe drive's spd number ;

al specifies all SVA Path devices
(Page 29)

runs a command to change the
configuration files without affecting the
running system (changeswill take effect at
the next boot)

-n<n>

alocate n buffer pointersfor alogical
drive, where n should be a number
approximately equal to the device's
maximum queue depth (Page 31)

-p<m>

select primary path n. Must be used
with - 1.

set aretry count of n for alogical drive,
where n isthe number of timesacommand
will beretried (Page 31)

start the spd driver

terminate the spd driver
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Table 5-1  setsp Command Options

Option Effect

x ignores spd devices (changes will take
effect at next reboot). Ignored devices
behave like drives not under the control of
the SVA Path driver (Microsoft Windows
only).

-utof1fz show devices by their configuration status:
-u0 shows all available devices;

-ul shows configured disks;

-u2 shows unconfigured disks

v runs a command in verbose mode

The spmon Command

Configuring Load
Balancing

The spmon command is primarily associated with load
monitoring and balancing of SVA Path functional devices
(FDevs). FDev isalogical disk as viewed by the host operating
system, the applications and the users. An FDev can emulate one
of avariety of SCSI and count-key-data (CKD) disk devices.

Note: For optimum performance when striping data across
multiple LUNSs, disable load balancing on the devices being
striped usingthe setsp -b0 option.

Note: If you have modified the primary paths manually and you
wish to keep your setup configuration, you should not activate the
load balancing option. If you do, spmon may automatically
reassign the paths in which case you will need to reboot or
manually reassign al pathsto retrieve your setup configuration.

Load balancing isenabled or disabled using setsp -1 all -
b0 (disable) or setsp -1 all -bl (enable) commands, with
the default setting being load balancing is enabled. Parametersfor
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load balancing are stored in the configuration file
/etc/spmon.conf. Thisfileisread automatically after each
modification at the end of the expiration of the last measurement
interval.

Following isalisting of available parametersin
/etc/spmon.conf:

balance-threshold percentage

This parameter isused to specify the maximum differencein
load on the high and low pathsthat is permitted before the
paths will be considered imbalanced. The load balancing
eguation must be less than the percentage value of
balance-threshold tobeconsidered baanced.

reassignment-threshold percentage

This parameter determines whether or not a reassignment
will be considered worthwhile.

measurement-interval time

This parameter accepts an positive integer value with a
suffix of "s" (seconds), "m" (minutes), or "h" (hours). A
reasonable minimum value will be based on the CPU load
presented to the system by the algorithm and the maximum
valueis based on the amount of time that can pass before the
driver'sinternal counters overflow.

reassignment-1limit number

This parameter specifies the maximum number of devices
that should be moved in one pass of the algorithm. The
default valueisequal to or one half of the FDevs. If the path
group includes one or more multi-FDev LUNSs, each FDev is
considered a separate device.

read-overhead ps-per-cmd ps-per-sector

This parameter is used to specify how bus connect time
overhead is estimated for read commands. Thefirst value
specifies the number of microseconds estimated for read
command overhead, while the second is an estimate of
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Tuning Path
Balancing

connect time required for each 512 bytes of data requested.
For each read operation, the sum of the command overhead
and the product of the transfer length and the per-sector
overhead isadded to acounter that isused to estimate overall
bus utilization on a per-FDev and per-channel basis.

. write-overhead us-per-cmd us-per-sector

Thisparameter isana ogousto the read-overhead statement.
Sample values for these two statements are;

read-overhead 1000 120
write-overhead 1000 160

The path balancing algorithm captures details about the 1/0 load
going to each device, then enters an agorithm which performs
severd tests to determine whether a device movement will
improve the balance across all possible physical paths.

For the purpose of this section, moving a device means re-
directing 1/0O from one physical interface to another. This creates
a certain amount of work to be done by the SVA. While tuning
using the parameters bel ow, you should consider how to achievea
satisfactory balance while moving the least amount of devices:

Parameters should be changed one at atime and then
monitored for aperiod of time. Anindication of an incorrect
parameter value can either be no device movements or too
many device movements. Try to always err on the side of no
device movements and adjust slowly until device movement
is seen.

All device movements are logged to the system log file:
/var/adm/messages

Additionally, the spmon command can be a valuable asset to
observe system load numbers either real-time, or over a period of
time. The show option of spmon will display load information
every timeit isissued.

Thereisalsoalog-data-directory parameter inthe
/etc/spmon.conf filewhichidentifies afile to place load
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Read / Write us-per-
cmd & sector

information every time the algorithm runs, i.e., every
measurement interval. This file can then be imported into a
graphing utility, and load peaks and lows can be seen over time.

Thefirst 2 parameterswhich can beused to tunethe algorithm are:
. Read-overhead ps-per-cmd  ps-per-sector
. Write-overhead ps-per-cmd  ps-per-sector

These parameters aid in determining the 1/0 load to the devices.
Since writes require more subsystem resources than reads, these
parameters set the skew. They must be altered to match the
prevalent RFA blocksize being used by the operating system per
the chart below:

Table 5-1Blocksize

512Byte 2K Byte 4K Byte 8K Byte 16K Byte

Read ps-per-sector

Write ps-per-sector

110 45 25 25 24

180 68 44 33 32

Measurement
Interval

Note: When tuning, leave the Read / Write ps-per-command at
1000. It is also recommended to only change one of these
parameters since they have a co-relationship.

The next parameter to consider tuning isthe measurement interval
time. This parameter determines how long the I/O load will be
measured before entering the algorithm itself.

Raising the value too high could overrun the program buffers and
cause errors.

Setting the value too low renders the sample unique, to the
extreme where it is not representative of the actual load.

The value of this parameter should remain in the range of 20 - 60
seconds.
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Balance Threshold
Percentage

Re-assignment
Threshold Percentage

Balance Threshold Percentage is the first actual Load Balancing
Algorithm parameter. It determines how far apart, in load, the
paths can be allowed to get before the algorithm progresses with
further tests. The actual formulais:

High_Load_Path - Low_Load_Path >
High_Load_Path * Balance_Threshold_Percent

If the result of thisformulais true, the agorithm will continue to
the Re-assignment Threshold test. ( See below. )

The default value for Balance Threshold Percentage is 10%. Try
setting it lower if theload ismostly small 1/O’sand higher if there
aremostly large I/0's. Aswith all parameters, an indication of an
incorrect parameter is either no movement or too many
movements. Bear in mind that with a smaller number, more
movement is likely; larger numbers restrict movement.

Re-assignment Threshold Percentage is the second Load
Balancing Algorithm parameter, and determines whether adevice
isworth moving. It forces the software to locate the best deviceto
move and therefore achieve the tolerable balance set in the
Balance Threshold Percent parameter. It asks the question, "Will
an X% improvement be made to the balance?"

The default value is 50%. Setting this parameter too high can
cause too many movements and impact device performance. Too
low, and no devices will ever qualify to be moved.

For example, if there were atheoretical load on path A of 100 and
aload on path B of 50:

If Balance Threshold Percent = 10%, the maximum
tolerabl e out-of -balance condition iswithin 65 - 85, with the
idedl at 75.

If the Re-Assignment Threshold Percentage is set to 50%,
only adevicewith aload of 12.5 to 25 would be a candidate
to be moved.

12.5 would change path A to 87.5 and path B to 62.5: a 50%
improvement.
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Re-Assignment Limit
Number

Thefinal tuning parameter is Re-Assignment Limit Number. This
parameter controls how many devices can be moved after each
Measurement Interval.

Set this parameter to 1/2 the number of paths under SVA Path
control on that host, for example:

. If there are 2 paths, setitto 1
. If there are 4 paths, set it to 2

. If there are 3 paths, experiment with both 1 and 2,
starting with 1.
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How to Verify Load

In Figure 5-1, there are four SVA Path devices; spdO, spdl, spd2

Balancing  and spd3.
# setsp -a
spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0 cl1t0d0/sd66 Good X 32 1 20 3000 1

c2t0d0/sd88 Good

c4t0d0/sd145 Good

c5t0d0/sd189 Good
spd0 = c6t0d0

ID = "STK V960 0000000010850000"

1 cl1t0d1/sd67 Good X 32 1 20 3000 1
c2t0d1/sd89 Good
c4t0d1/sd146 Good
c5t0d1/sd190 Good

spdl = c6t0dl

ID = "STK V960 0000000010850001"

2 cl1t0d2/sd68 Good X 32 1 20 3000 1
c2t0d2/sd90 Good
c4t0d2/sd147 Good
c5t0d2/sd191 Good

spd2 = c6t0d2

ID = "STK V960 0000000010850002"

3 c1t0d3/sd69 Good X 32 1 20 3000 1
c2t0d3/sd91 Good
c4t0d3/sd148 Good
c5t0d3/sd192 Good

spd3 = c6t0d3

ID = "STK V960 0000000010850222"

Figure 5-1 Example setsp -a Output in Determining Load
Balancing

In this example, the following command will show that each
devicein Figure 5-1 is accessible viafour paths, using HBAs
"glm3", "gim4", “Ipfc0” and “Ipfcl”:

# spmon show
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# spmon show
Total I/0 load across monitored HBAs = 103.2s

HBA Device 1/0 Load %load

cl gIm3 40.1s 38.8%

c2 glmd 20.8s 20.2%

c4 1pfcO 21.2s  20.6%

c5 lpfcl 21.1s 20.5%
Device c6t0d0 [STK 9200 00000000108500001]

FDev Path 1/0 Load HBA Load

spd0:0 0/9g1m3/sd66 9.9s 40.1s 24.8%
Device c6t0dl [STK 9200 00000000108500011]

FDev Path 1/0 Load HBA Load

spdl:0 0/g1m3/sd67 10.1s 40.1s 25.1%

spdl:1 3/1pfcl/sd190 21.2s 21.1s 100.0%
Device c6t0d2 [STK 9200 0000000010850002]

FDev Path 1/0 Load HBA Load

spd2:0 0/g1m3/sd68 9.9s 40.1s 24.7%

spd2:1 1/g1m4/sd90 20.9s 20.8s 100.0%

spd2:2 2/1pfc0/sd147 21.2s 21.2s 100.0%
Device c6t0d3 [STK 9200 0000000010850222]

FDev Path 1/0 Load HBA Load

spd3:0 0/g1m3/sd69 10.0s 40.1s 24.9%

Figure 5-2 Example spmon show Output

The column headings describe the various fields on the screen:

FDev identifies the SVA Path device and the zero-based
index of the FDev within the device, separated by a colon.

Path identifiesthe current path assigned to the FDev and the
name of the host bus adapter used by that path.

I/0 Load estimates channel utilization time during the
current measurement interval. The 1/O Load may be
expressed as one of the following formats:

milliseconds (withan"ms" suffix) if itislessthan one
second. For example, 350ms = 350 milliseconds

seconds (withan"s" suffix) if it isless than 300 seconds.
For example, 28.1s = 28.1 seconds
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hours:minutes:seconds (hh:mm:ss)if itismorethan
59 minutes. For example, 0:12:42 = 0 hours, 12 minutes, and
42 seconds.

. HBA Load identifies the 1/O load contributed by traffic
to/from this FDev as a percentage of all 1/O though the
current HBA used to access this FDev. The figurein the
right-hand columnisaratioI/0 Load / HBA Load,
expressed as a percentage.

In this example, all four paths have about the same load on them
except for c1, which has nearly double the load of the other paths.

Shortly after this command was run, the following message
appeared in the system log file /var/adm/messages:

spmon daemon: moving spd2:0 from glm3 to Ipfcl
spmon daemon: moving spd3:0 from gim3 to gim4

Figure 5-3 Example Output of spmon Daemon

When the command, spmon show, isrun again (Page 47), the
output showstheload isredistributed among the four pathsand the
maximum load on cl is significantly reduced from 38.8% to
32.5%:
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Adding FDevs to an
Existing Lun

# spmon show
Total I/0 Toad across monitored HBAs = 105.1s

HBA Device I1/0 Load %load
cl gim3 34.1s 32.5%
c2 gimé 31.3s 29.8%
c4  1pfcO 19.1s 18.1%
c5 Ipfcl 20.6s 19.6%
Device c6t0d0 [STK 9200 0000000010850000]
FDev Path /0 Load HBA Load
spd0:0 0/91m3/sd66 16.9s 34.1s 49.5%
Device c6t0dl [STK 9200 0000000010850001]
FDev Path 1/0 Load HBA Load
spdl:0 0/91m3/sd67 17.3s 34.1s 50.5%
spdl:1  3/Ipfcl/sd190 10.2s  20.6s 49.6%
Device c6t0d2 [STK 9200 0000000010850002]
FDev  Path 1/0 Load HBA Load
spd2:0  3/Ipfcl/sd191 10.4s  20.6s 50.4%
spd2:1  1/gim4/sd90 154s  31.3s 49.3%
spd2:2  2/Ipfc0/sd147 19.1s  19.1s100.0%
Device c6t0d3 [STK 9200 0000000010850222]
FDev  Path 1/0Load HBA Load
spd3:0  1/gim4/sd9l 159s 31.3s 50.7%

Figure 5-4 Example spmon show Output, Next Interval

After adding new FDevsto an existing lun viathe “ Add FDev”
button on the SVA console, run the following command:
ffspmon update-fdevs

Thisenables spmon to load balance the new FDevs separately
fromtherest of the FDevsthat make up the LUN. If thiscommand
isnot run, the FDevswill betreated asif they belonged to the last
original FDev and will be prevented from being assigned to
different paths. For example, if aLUN was originally composed of
two FDevs spd0:0 and spd0: 1 and the user adds three FDevs
using the SVA console, the new FDevs are assigned to spd0: 1.
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The sppath Command

The sppath command is run automatically during
reconfiguration reboots as part of a configuration process and
should not normally be invoked by the user.

sppath examines disk devices attached to the system to
determine the path(s) through which physical devices are
accessible and whether those devices should be put under the
control of the SVA Path driver. Qualifying devices are written to
the /etc/sppath.conf file Thisfile should not normally be
modified directly by the user; it contains data needed to ensure
consistency across reconfiguration reboots.

To qualify, devices must have appropriate inquiry data.

The vendor 1D must match one of:

. STK

. IBM

. RSBA

The product ID must match one of:
. 9200

. 9393

. 9500

. V960

. V2X

sppath’sessential functionisto createthe configuration file that
identifies devices to be put under SVA Path’s contral. Its
command options are used to display or modify this device set.
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Table5-2 givesasynopsisof sppath options. They areexplained
in greater detail below.

Table 5-2  sppath Command Options

Option Effect
-d display debug information
-D clear thelist of ignored devices. Should be

followed by setsp -g (seenote below)

-I{cXxtYdZ} | ignore specified devices, where each device
is preceded by the - T operand and
identified by its device filenamein the form
cX,cXtYorcxtydZ.

The argument to the sppath -1 option should
name the underlying device path, and not
the spd device name.

Runin conjunction with setsp -t -

1 (n). Shouldbefollowedby setsp -g
('see note below)

-V display the contents of
/etc/sppath.conf after writing the
file

Note: After running sppath with options - I or -D, you must
run setsp -ginorder for the changesto be saved in SVA Path's
configuration files /kernel/drv/spn.conf and
/kernel/drv/spd.conf.Changeswill takeeffect at the next
system reboot.
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The - v option causes sppath to display the contents of
/etc/sppath.conf after updating it (Figure 5-5).

# sppath -v

SPD=0 c5t0d0 dev=32,3840 type=2 SANID="STK V960 000000001038000E"
SPD=0 c6t0d0 dev=32,4800 type=2 SANID="STK V960 000000001038000E"
SPD=1 c5t0d1 dev=32,3848 type=2 SANID="STK V960 000000001038000F"
SPD=1 c6t0dl dev=32,4808 type=2 SANID="STK V960 000000001038000F"
SPD=2 c1t0d0 dev=32,240 type=2 SANID="STK V960 000000001038000C"
SPD=3 ¢1t0d5 dev=32,2192 type=2 SANID="STK V960 000000001038021C"
SPD=4 cltld5 dev=32,2248 type=2 SANID="STK V960 000000001038021D"
SPD=5 c2t0d6 dev=32,3040 type=2 SANID="STK V960 00000000103802F4"
SPD=6 c2tld6 dev=32,3096 type=2 SANID="STK V960 00000000103802F5"

Figure 5-5 Using sppath in Verbose Mode

The - d option displaysinquiry datain raw format and isgenerally
used only for debugging.

The - T option accepts symbolic device names corresponding to
controllers or specific disks and omits them from
/etc/sppath.conf. Thispreventsthem from being put under
SVA Path’s control. If adeviceisignored, all of its paths should
be specified with - I options. Multiple devices can be specified in
asingle sppath command, but each device specified must be
preceded by - [. Once specified, theignored deviceis
rememberedin /etc/sppath.conf and will beignored until
thelist of ignored devicesis cleared with the - D option.

The - D option clears the entire list of ignored devices, alowing
any eligibledeviceto be placed under SVA Path’s control upon the
next reconfiguration reboot. To delete a specific ignored device
(without deleting the entire list), remove the statement for only
that devicein /etc/sppath.conf.
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Chapter 6. Diagnosing Errors

Path Failure Errors

SVA Path necessarily interfaces with system components at the
1/0 path level, which does not support sophisticated device error
reporting. The application reportsfailed 1/O to
/var/adm/messages aswell aswhen:

. adata path is found to have stopped functioning

. I/O isredirected to an alternate path

. the failed path resumes functioning.

Whether a path failure isintermittent or is caused by a hardware
failure can usually be deduced from the eventslisted in
/var/adm/messages, and afaulty device can belocated
physically by cross referencing the output of setsp.

Figure 6-1 shows the example configuration used in this section.
Figure 6-2, on page 52 illustrates the lines from
/var/adm/messages that will appear when acableis pulled
during active 1/0O. The sd or ssd driver performs a number of
retries before reporting error status5 (i /0 errno=>5in
/var/adm/messages)tothe spd driver.
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# setsp

-a

spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0  c7t0d0/sd66 Good X 32 0 20 3000 1
c8t0d0/sd88 Good
spd0 = ¢c3t0d0 ID = "STK V960 0000000010390000"
1 c7t0d1/sd67 Good X 32 0 20 3000 1
c8t0d1/sd89 Good
spdl = c3t0dl ID = "STK V960 0000000010390001"
2 c7t0d2/sd68 Good X 32 0 20 3000 1
c8t0d2/sd90 Good
spd2 = c3t0d2 ID = "STK V960 0000000010390002"

Figure 6-1 Example setsp -a Output for a Fully Functioning System

Note: No value other than 5 is expected, but it may be possiblein
rare circumstancesto see other values such as6 (ENXI0O--No such
device or address) or 22 (EINVAL--Invalid argument) in the event

of aconfiguration problem. (A reconfiguration reboot will
normally clear these problems.)

unix: WARNING: /pci@1f,4000/scsi@2/sd@0,0 (sd66):
SCSIT transport failed: reason 'incomplete': retrying command

unix: WARNING: /pci@1f,4000/scsi@2/sd@0,0 (sd66):
SCST transport failed: reason 'incomplete': retrying command

unix: WARNING: /pci@1f,4000/scsi@2/sd@0,0 (sd66):
SCSI transport failed: reason 'reset': retrying command

unix: WARNING: /pci@1f,4000/scsi@2/sd@0,0 (sd66):
SCSIT transport failed: reason 'incomplete': retrying command

unix: WARNING: /pci@1f,4000/scsi@2/sd@0,0 (sd66):
SCSI transport failed: reason 'reset': retrying command

unix: WARNING: /pci@lf,4000/scsi@2/sd@0,0 (sd66):
disk not responding to selection

unix: spd0: path 0 error (i/o errno=5)

Figure 6-2 Output of /var/adm/messages When a Cable Is Pulled

In the final message above, spd0 can be located in the output
from s et sp todeterminethat the affected deviceisc3t0d0. The
message also callsout path 0 which corresponds to
c/t0d0/sd66 inthe setsp output, which matches the device
name (sd66) caled out in the earlier messages. (The paths
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associated with a SVA Path device[s pd] are numbered from 0 to
n-1and arelisted in that order inthe setsp output, so, for
example, spd2 path 1isc8t0d?2 inthe setsp output above).
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Errors for other spd devices, representing the same physical 1/0
path that was interrupted by the pulled cable, will be reported, as
shown in Figure 6-3.

unix: WARNING: /pci@lf,4000/scsi@2/sd@0,2 (sd68):
disk not responding to selection

unix: spd2: path 0 error (probe failed; errno=5)
unix: WARNING: /pci@lf,4000/scsi@2/sd@0,1 (sd67):
disk not responding to selection

unix: spdl: path O error (probe failed; errno=b)

Figure 6-3 Additional Messages for the Same Pulled Cable

Even when an spd deviceisidle, aSCSI Test Unit Ready
command is sent periodically to the deviceto confirmthat it is
functioning. A failureof thistestisreportedas“probe failed”
along with the errno value as described above.

Failover eventsarerecordedin /var/adm/messages aswell.
The event in Figure 6-4 records that 1/O for the device spd0 will
be redirected from path 0 (c/t0d0) to path 1 (c8t0d0).

unix: spd0: path failover from 0 to 1.

Figure 6-4 The Failover Event

Theoutput from setsp -a (Figure 6-5, “ setsp -aOutput after the
Failed Path |s Detected”) now shows that every device's path 0
(those corresponding to device filenames beginning c/) have a
Status designation of Bad.

# setsp -
spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0 c7t0d0/sd66 Bad X 32 0 20 3000 1
c8t0d0/sd88 Good
spd0 = c3t0d0 ID = "STK V960 0000000010390000"
1 c7t0d1/sd67 Bad X 32 0 20 3000 1
c8t0d1/sd89 Good
spdl = c3t0dl ID = "STK V960 0000000010390001"
2 c7t0d2/sd68 Bad X 32 0 20 3000 1
c8t0d2/sd90 Good
spd2 = c3t0d2 ID = "STK V960 0000000010390002"

Figure 6-5 setsp -a Output after the Failed Path Is Detected




Load Balancing
Messages

Path failures generate alot of output, resulting primarily from the
disk driver’s attempts at error recovery (Figure 6-6, “Messages
Generated by Disk Driver’s Retry Attempts’).

unix: WARNING: /pci@lf,4000/scsi@2/sd@0,0 (sd66):
disk not responding to selection

unix: WARNING: /pci@lf,4000/scsi@2/sd@0,2 (sd68):
disk not responding to selection

unix: WARNING: /pci@lf,4000/scsi@2 (gIm3):
Connected command timeout for Target 0.1

Figure 6-6 Messages Generated by Disk Driver’s Retry Attempts

Finally, when the cable is plugged back in, SVA Path will detect
that the primary 1/0 path for spd0 is back to normal and redirect
datato it (Figure 6-7, “ The Failback Event”).

unix: spdl: path 0 ok (probe errno=0)
unix: spd2: path 0 ok (probe errno=0)

Figure 6-7 The Failback Event

The other paths will be recovered, as well, and the output of
setsp -a will returntonormal (Figure6-1, on page 52). Events
were not reported for these recoveriesin our example because |/0
was not redirected for these devices (spd1’s primary path did not
fail, and spd2 wasidle during the failure).

L oad Balancing messages are logged with a severity code of
"error" to ensure that those messages are placed in the system log
file without having to edit the /etc/syslog.conf.

Note: Messages arelogged differently for the Solaris 8 operating
system. They areloggedin /var/adm/messages, as
follows:

[ID 702911 daemon.error]
moving spd2:1 from Ipfcl to IpfcO
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Appendix A. SCSI Attach Information

The information provided in this section applies to SCS|

attachment for SVA, which was previoudly available. Itis
provided only as areference to users of older, SCSl-attached

SVAS.
Table A-1

SVA Path Minimum System Requirements

Host hardware:

Sparc 2 with 128MB memory

Host software;

Solaris 2.6 (with Patch 105181-13 or later),
or 7 (32, 64 hit), plus the applicable
recommended patch cluster as of August 1,
1999 (the recommended cluster contains all
patches needed for running the SVAA
server).

HBA (SCSI)

SUN X 1062A (DWIS)

2.6,7 SBUS

SUN X 1065A (UDWIS)

2.6, 7 PCl X6541 A (Dua Channel HVD)

Host software

X Windows

Host disk space:

20MB free space in $TEMP and 20MB free
space in the server installation directory.

SVA Subsystem
Microcode:

K05.04.08 or greater

Extended SCS
Attach Feature;

One Extended SCSI Attach (microcode
S358) per redundant SCSI path
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SCSI Addressing Concepts

Host Bus
Adapters/Initiators

Domains

The terms “host bus adapter” and “initiator” mean essentially the
samething. Typically, theHBA isacontroller card installed within
the host computer that assumes the role of initiator and issues
commands on the SCSI bus. In the mainframe world, thisis the
rough equivaent of a channel.

StorageTek uses the concept of “domains’ to allow open systems
hosts access to blocks of logical devices (the domains) within an
SVA. A domainisan additional layer of deviceaddressing, but one
that ismanually set in the XSA feature and in the SVA. Thislayer
of addressing dividesthe SVA into* domainsof access.” Therecan
be up to 16 (0-15) domains per SVA, with each domain having up
to 120 devices (LUNSs). Thereisalimit of 1024 total devices
available within an SVA.

Each open systems host initiator is connected, through the X SA,
to adomain, giving it access to the devices that have been
configured within that domain. (An open systems host cannot see
devices in domains other than the one to which it is attached.)
There is no correlation between the XSA’'s two SCSI ports to the
host(s) and the two fibre cables connecting the X SA to the SVA.
1/0 requests from either SCSI path can be routed to either one of
the two fibre paths.

Multipleinitiators may be connected to the same domain through
multiple XSAs. Full SVA Path functionality requires that
redundant initiators can access the SVA over redundant data
paths—which must include redundant XSAs.

. Using al the combinations of allowed domains, targets, and
LUNSs, there are more than 1024 potential addresses, but the
SVA hasalimit of 1024 logical devices.
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Figure A-1, “Redundant Paths from the Host to the SVA” shows

two data paths connecting the open systems platform to domains

0 and 1 of the attached SVA.
Open Shared Virtual Array
Systems XSA
Platform Feature
SCSI Bus Domain O
0 ESCON Cable
Domain 1
ESCON Cable
SCSI Bus 1
Domain 2
Domain 3
SCSI Bus
0 ESCON Cable
/ ESCON Cable ICE Cards
SCSI Bus 1 e
/X

Domain thumbwheel

switch settings

Domain Numbering

Figure A-1 Redundant Paths from the Host to the SVA

Note: In the above figure, adomain can represent up to 120
logical devices (15 Targets x 8 LUNs =120 Logical Devices). An
SVA islimited to 1024 logical devices.(4096 for V 2X)

The domain number is configured in two places: in the SVA and
in the XSAs. Both of these are transparent to the host platform.

The domain number is appended by the X SA to the I/O request
and sent to the SVA (along with the XSA’s serial number) to
indicate which domain within the SVA the I/O request is
addressing. The X SA serial number is used to make sure the
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Numbering with SVA

XSA Domain

Path

information is returned to the correct XSA, since more than one
XSA with the same domain numbers can be attached to an SVA.
(see “XSA Domain Numbering with SVA Path” below). An /O
request isreturned to the X SA back through the fibre channel over
which it was received, with the domain number included, so the
XSA will know to which host initiator to return the information.

Again, thedomain number isnever seen by the open systemshost;
from its point of view, just atarget and logical unit number are
involved in an 1/O operation.

Whileit is not normally advisable to attach more than one X SA
configured with the same domain numbersto agiven SVA (incase
two hosts attempt to share the same LUN and so corrupt the data
stored onit), SVA Path requiresjust this configuration. One X SA
isrequired for each instance of data path redundancy: dual-path
configurations require two X SAS, etc.

Once more, SVA Path manages multiple paths from asingle host,
using identical domain numbers. Thisisthe only case where
multiple XSAswill have the same domain number/thumbwheel
settings.

Configuration in a Mixed SCSI/Fibre Environment

Failover can only be accomplished from one SCSI interface to
another, or from one Fibre interface to another.
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Figure A-2, “Mixed SCSI and Fibre Paths from the Host to the
SVA” shows SCSI and Fibre data paths connecting the open
systems platform to the attached SVA.

Open Shared Virtual Array
Systems Fibre Card domain settings
Platform (must be the same)
\ ICF Cards
Fibre Cable 1 A/
Fibre Cable \ 1 Domain O
Domain 1
Domain 2
SCSI Bus
0 ESCON Cable Domain 3
/ XSA
Feature| ESCON Cable ICE Cards
SCSI Bus 0 -~
/X

Domain thumbwheel switch
settings (must be the same)

Figure A-2 Mixed SCSI and Fibre Paths from the Host to the SVA
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management strategy, to align the cost of storage
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costs, improve efficiency and protect investments.
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or call 1.800.275.4785 or 01.303.673.2800.
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