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Preface

This guide describes how to use the SVA Path Intelligent Data
Path Management software. SVA Path provides improved
performance and data accessibility for the StorageTek Shared
Virtual Array (SVA).

Who Should Read This Guide

Thisguide is for data administrators, capacity planners,
performance specialists, and system administrators. This guide
assumes that you are familiar with Shared Virtual Array
operations and Windows 2000, and/or Windows 2003 system
administration.

Shared Virtual Array Documentation

How to Obtain
Software
Documentation

This section lists software and hardware documentation for the
Shared Virtual Array products.

All of the Shared Virtual Array software publicationsareavailable
from the following sources:

. On the SVA Software Publications CD-ROM (part number
3112953nn). To order a copy, contact StorageTek
Publication Sales and Service at 800-436-5554 or send afax
to 303-661-7367.
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. Online (for viewing and printing), at the StorageTek
Customer Resource Center (CRC) website at:
www.support.storagetek.com. Click on Software and
go to the Shared Virtual Array Software list.

Note: Accesstothe CRC siterequiresapassword. To obtain
apassword, call StorageTek Customer Support at
800-678-4430.

Related SVA  For Shared Virtual Array Administrator for open systems
Software  platforms (AlX, HP-UX, Linux, Solaris, and Windows):

Publications
Shared Mirtual Array Administrator

Command Quick Reference

. Shared Virtual Array Administrator
Installation Guide

. Shared VMirtual Array Administrator
Messages

. Shared Virtual Array Administrator
Quick Sart Guide

. Shared Virtual Array Administrator
User’s Guide

For SVA Administrator for $/390:

. Shared Virtual Array Administrator for OS390
Configuration and Administration

. Shared VMirtual Array Administrator for OS390
Installation, Customization, and Maintenance

. Shared VMirtual Array Administrator for OS390
Messages and Codes

. Shared Virtual Array Administrator for OS390
Reporting

For SVA SnapShot for S/390:

X
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SVA Hardware
Publications

. SVA ShapShot for OS/390
Installation, Customization, and Maintenance

. SVA ShapShot for OS/390
User’'s Guide

For SVA Consolefor Windows (SVAC):

. Shared Virtual Array Console for Windows
Quick Sart Guide

For any StorageTek software:

. Requesting Help from Software Support

Shared Virtual Array hardware publications are availablefromthe
following sources.

. On the SVA Hardware Publications CD-ROM (part number
3118447nn). To order a copy, contact StorageTek
Publication Sales and Service at 800-436-5554 or send afax
to 303-661-7367.

. Online (for viewing and printing), at the StorageTek
Customer Resource Center (CRC) website at:
www.support.storagetek.com. Click on Disk Subsystems.

Note: Accesstothe CRC siterequiresapassword. To obtain
apassword, call StorageTek Customer Support at
800-678-4430.

TheV2X Shared Virtual Array (SVA) library consists of:

. V2X Shared Mirtual Array
Introduction

. V2X Shared Virtual Array
Operation and Recovery

. V2X Shared Virtual Array
Physical Planning
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. V2X Shared Mirtual Array
Planning, Implementation, and Usage

. V2X Shared Virtual Array
Reference

. V2X Shared Virtual Array
System Assurance

Peer to Peer Remote Copy Configuration Guide
The V960 SVA library consists of:

. V960 Shared Mirtual Array
Introduction

. V960 Shared Mirtual Array
Operation and Recovery

. V960 Shared Virtual Array
Physical Planning

. V960 Shared Virtual Array
Planning, Implementation, and Usage

. V960 Shared Virtual Array
Reference

. V960 Shared Mirtual Array
System Assurance

. Peer to Peer Remote Copy Configuration Guide
The 9500 SVA library consists of:

. 9500 Shared Virtual Array
Introduction

. 9500 Shared Virtual Array
Operation and Recovery

. 9500 Shared Virtual Array
Physical Planning

Xii SVA Path for Windows User’s Guide



9500 Shared Virtual Array
Planning, Implementation, and Usage

9500 Shared Virtual Array
Reference

9500 Shared Virtual Array
System Assurance

Preface

Xiii
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Chapter 1. SVA Path Overview

This chapter provides an overview of SVA Path Intelligent Data
Path Management software and its features.

SVA Path offers anew level of data accessibility and improved
performance for the SVA. It eliminates the point of failure
represented by a single input/output (1/O) path between servers
and storage systems and permits /O devices to be distributed
across multiple paths.

SVA Path supports up to:

. 1024 FDEVs per LUN

. 1024 LUNSs (sum of all the LUNs handled by SVA Path)
. 1024 paths (sum of all the paths handled by SVA Path)

. 32 paths per LUN

This means that you can have 512 LUNs with two paths each, or
up to 32 LUNs with 32 paths each.

SVA Path supports Microsoft Cluster Service in a Windows 2000
or Windows 2003 environment. See Appendix A., “ Configuring
SVA Path With Microsoft Cluster Service” on page 47.

Failover/Failback Data Paths

By providing aternate I/O paths from the server to the SVA, SVA
Path provides uninterrupted access to mission-critical data. This
substantially insulates server applications from /O path failures.

Chapter 1. SVA Path Overview 1



Load Balancing

In the event of afailed host bus adapter (HBA), interface cable, or
channel 1/O card withinthe SVA, SVA Path automatically reroutes
I/O traffic to an alternate data path. Failover is essentially
transparent, ensuring continuous accessto data stored on the SVA.
When configured in the recommended failback mode, SVA Path
automatically restores the primary data path and system
redundancy once the defective component is replaced.

SVA Path supports up to 32 data paths between a host and any
SVA logical device. While only two data paths are required for
path failover capability, multiple data paths can be used to
improve performance in one of three ways:

1. by alowing SVA Path to uniformly distribute primary paths
among al available!/O paths. Thisisthe default behavior of
SVA Path.

2. by manualy assigning 1/O traffic for alogical driveto a
particular path. The administrator with an understanding of
the 1/O load patterns of his or her applications can optimize
performance through an intelligent choice of paths.

3. by enabling automatic load balancing. In this mode of
operation SVA Path monitors the load on each path and
reassigns LUNS/FDevs to balance the load across all
available paths.

Dynamic Allocation of Device Resources

In SVA configurations with multiple servers attached to the same
storage device, SVA Path alows the system administrator to
assignalogical driveto one server and prevent the other serversin
the SVA from accessing that same logical drive.
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How SVA Path Works

SVA Path’sfilter driver residesbetween thefile system driversand
the SCSI disk device driver. I/O requests are passed from the file
system through SVA Path, then the SCSI disk driver and
ultimately to the hardware.

SVA Path monitors the flow of 1/0 requests through the layered
driver architecture. When it detects afailure along an 1/0 path, it
automatically reroutes the request to an alternate path. Failover to
the redundant /O path is transparent to server applications and
permits continuous access to the information stored on the disk
array(s). To the operating system, thereis only adight delay in
normal 1/0 operations during path failover; existing drive
numbers and device access functions continue to work as
expected.

If an I/O operation fails on all available paths, it isretried
periodically on the primary path according to the retry delay and
retry count parameters specified with setsp.

Supported SVA Path Configurations

System
Requirements

SVA Path supports single-server configurations.

Before proceeding to the next chapter, please contact StorageTek
Software Support to verify that your site meets the minimum
hardware and software requirements supported by StorageTek.
You will need to provide details about your site configuration,
including:

. Host system processor and memory
. Host disk space

. Host operating system level

. SVA subsystem microcode

. Host bus attachments (HBAS)

. Switches
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. High-availability software

. Third-party disk management software

Summary of SVA Path Benefits

. Increases potential subsystem throughput by directing 1/0
through multiple host adapters and SVA channels. Logical
drives can be assigned to host bus adapters, manually
balancing the I/O load across paths.

. Provides continuous access to mission-critical data by
insulating server applications from /O path failures.

. Installs easily and is transparent to server applications.

. Allows you to limit access to devices in amulti-initiator
(SVA) environment using LUN (logical unit number)
exclusion.

Document Overview

This manual describes how to install and configure SVA Path on
systems running the Windows 2000 or Windows 2003 operating
systems.

. Chapter 2 describes configuring your hardware in
preparation for installing SVA Path.

. Chapter 3 contains instructions for installing SVA Path.
. Chapter 4 explains configuring and operation SVA Path.
. Chapter 5 offers assistance in diagnosing error messages.

Note that user documentation for products used with SVA Path,
including Microsoft Windows 2000 and Windows 2003
documentation, is referenced throughout this manual. Have your
hardware and operating system manuals available for quick
reference.

4
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Chapter 2. SVA Path Hardware Setup

Fibre Addressing Concepts

Host Bus
Adapters/Initiators

Domains in Fibre
Channel Connection

The terms “host bus adapter” and “initiator” mean essentially the
samething. Typically, the HBA isacard withinthe host that, inits
role asinitiator, issues commands on the Fibre channel.

StorageTek uses the concept of “domains’ to alow open systems
hosts access to blocks of logical devices (the domains) within an
SVA. A domainisan additional layer of deviceaddressing, but one
that is manually configured by the CSE in the SVA. This layer of
addressing divides the SVA into “domains of access.” There can
beupto 16 (0-15) domainsper SVA, with each domain having one
target with 256 LUNs. Thereisalimit of 1024 total devices
available within an SVA.(4096 for V2X)!

Each open systems host initiator is connected with Fibre cablesto
acontroller card port, giving it accessto the devicesthat have been
configured within its domain. (An open systems host cannot see
devices in domains other than the one to which it is attached.)

Full SVA Path functionality requires that redundant initiators can
access the SVA over redundant data paths.

1. Using all allowed domains, targets, and LUNS, there are more than 1024 logical devices, but
the SVA hasalimit of 1024 logical devices. (4096 for V2X)
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Figure 2-1 shows two data paths connecting the open systems
platform to the attached SVA using Fibre cables.

Open Shared Virtual Array
Systems
Platform
ICF Cards
Fibre Cable /
Domain O
Fibre Cable .
Domain 1
Fi |
ibre Cable Domain 2
Fibre Cable \ Domain 3
ICF Cards

Figure 2-1 Fibre Paths from the Host to the SVA

Note: In the above figure, adomain can represent up to 256
logical devices (1 Target x 256 LUNs = 256 Logical Devices).
Thereisalimit of 1024 logical devices with an SVA (4096 for
V2X).

Domain Numbering  Using Fibre connection, the domain number is configured at the
SVA operator panel by the StorageTek Customer Service
Engineer.

The domain number is never seen by the open systems host; from
itspoint of view, just atarget and logical unit number areinvolved
inan /O operation.
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Domain Numbering  Itisnot normally advisable to have more than one path from a
with Fibre and  singlehost set to the same domain number to agiven SVA (in case
SVA Path  two hosts attempt to share the same LUN and so corrupt the data
stored onit). SVA Path requires exactly this configuration for
failover to work.

SVA Path manages multiple paths from a single host, using
identical domain numbers.

Hardware Preparation

When adding SVA Path for Windows to an existing, configured
SVA/SVAA system, no configuration changes are required.

Chapter 2. SVA Path Hardware Setup
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Chapter 3. SVA Path Installation

This chapter describes how to install SVA Path for use with an
SVA.

Before beginning the installation, please contact StorageTek
Software Support to verify that your site meets the minimum
hardware and software requirements supported by StorageTek.
You will need to provide details about your site configuration,
including:

. Host system processor and memory
. Host disk space

. Host operating system level

. SVA subsystem microcode

. Host bus attachments (HBAS)

. Switches

. High-availability software

. Third-party disk management software

Installing SVA Path on Windows 2000 or Windows 2003

Note: If apreviousversion of SVA Path isinstalled on your
system, remove it before continuing with this installation (See
“Uninstalling SVA Path,” on page 13).

Chapter 3. SVA Path Installation
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SVA Pathisdistributed asthe setup . exe filein the root
directory of the CD-ROM. Follow these stepsto install the
SVA Path driver and its supporting files.

1. Domain addresses are automatically configured to be set to
zero (refer to Chapter 2., “ SVA Path Hardware Setup”,

beginning on page 5).

2. LoginasAdministrator onthe host onwhichyou are
installing SVA Path.

3. Beforeinstalling SVA Path, it isimperative that the host is
able to see and access all storage devices through all
available paths. For example, if you have two HBAs and
redundant paths to your storage system, each logical drive
should be displayed twice by the Disk M anagement
program. If you cannot see all available storage devices
through every path, verify that you have the latest fibre
channel HBA drivers loaded on your system.

In Windows 2000/2003, new devices are detected at boot
time, prompting awizard that will guide you through
choosing andinstalling an HBA driver. If anew deviceisnot
automatically detected by Windows 2000/2003, or if the
wizard failsto install adriver for any reason, click on the
Add/Remove Hardware icon under the Control Panel and
follow the onscreen directions. All devices on the bus will
belisted under the HBA within the Device M anager menu,
which can be accessed by clicking on Control Panel, then
Administrative Tools, then Computer Management. If
the host is unable to see the HBA and/or its devices, please
upgrade to the latest driver. Most drivers can be obtained
from the HBA manufacturer'sweb site. If thelatest driver is
installed, please review the hardware configuration attached
to the host.

4.  Putthe CD-ROM containing the SVA Path distribution files
in the drive from which you want to install.

5. Clickthe Start button and Select Run. In the Run dialog
box, choose the CD-ROM drive, and navigateto the root
directory.

10
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10.

11.

12.

Double-click onthe setup . exe program and follow the
step-by-step instructions during the installation process.

Before proceeding, refer to the README filein the root
directory for information on any changes to the software or
installation procedure that may have occurred after this
manual was printed.

If thisisafirst-timeinstallation of SVA Path, continue with
Step 9.

If thisis an upgrade, and you are restoring saved SVA Path
configuration files, make the following entries:

>copy C:\tmp\sva_bak\spd.conf
<SVAPath_install_dir>\spd.conf

>copy C:\tmp\sva_bak\sppath.conf
<SVAPath_install_dir>\sppath.conf

>copy C:\tmp\sva_bak\spmon.conf
KSVAPath_install_dir>\spmon.conf

Reboot the host.

OpenaCommand Prompt and verify that all available
drives are seen by SVA Path by running the following
command from the installation directory:

>sppath -v

Run the following command to save and implement changes
to configuration files:

>setsp -g

Note: To choseindividual devicesto be claimed by
SVA Path, use - 1 in the next step, as described in
“Specifying a Device for setsp” on page 36.

SVA Path excludes all devices from host access by default.

To turn the exclusion setting off for all devices and make all

SVA Path-compatible devices accessible by the host, runthe
command:

Chapter 3. SVA Path Installation 11



>setsp -e0 -1 all

Device exclusion is covered in more detail on pages 35
and 37.

13. Reboot the host.

14. Verify that all available drives are seen by SVA Path by
running the command:

>setsp -a

15. Edit any other application-specific files to reflect the new
device names. New device files— identical to the pre-
installation device files, except for their controller
numbers—are generated during SVA Pathinstallation for all
SVA devices (including those accessible by only asingle
path). Any applications already configured to use the older
devicefilesto access SVA LUNs must be reconfigured to
use the new pathnames (an example of thisis givenin the
instructions below for installing SVA Path with SVA
Administrator).

Theinstallation is now complete.

Installing SVA Path with SVA Administrator

SVAA uses adesignated LUN on the SVA for administrative
commands. This LUN is the Extended Control and Monitoring
(ECAM) device.

Note: Since patch 13, SVAA hasthe possibility to handle several
ECAM devices per subsystem. This provides afail over
mechanism but, to avoid any interaction between SVAA and
SVAP, itisadvised toremoveal ECAM devicesfrom the control
of SVA Path. Consult your SVAA documentation for details on
running SVAA's sibconfig command to add several ECAM
devices

After SVA Path isinstalled and the host has rebooted, run
setsp -a, record the spd number and paths displayed on the
screen, above the ECAM devicedriver letter. Then, for all the spd

12
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number found, run the following commands from a Command
Prompt window:

1.  Instruct SVA Path to terminate the spd driver:
>setsp -T -1<spdN>

2. Instruct SVA Path to ignore these pathg/disks:
>sppath -1 <cXbYtZdN>

3. Onceadl the ECAM devices removed from SVA Path
control, make the update permanent::

>setsp -g
Changes will take effect only after the next reboot of the host.

Uninstalling SVA Path

Note: Before uninstalling SVA Path, existing SVA Path
configuration files must be manually saved if they areto bere-
installed with an SVA Path upgrade. (See“Manually Saving SVA
Path Configuration Files,” on page 14).

Saved configuration files must be manually restored during
installation of SVA Path upgrade code.

To uninstall SVA Path:

1. Under Control Panel, open:
Add/Remove Software.

2. Select SVA Path 3.3 and chose:
Change/Remove.

Select "Yes' when asked to confirm the removal of the
software.

3. Reboot the host.

Chapter 3. SVA Path Installation 13



Manually Saving
SVA Path
Configuration Files

Installed Files

4. Restore any application-specific files that were modified
during the installation procedure.

5.  Restore the hardware configuration.
6. Reboot the system.

If you are uninstalling SVA Path in order to upgrade from a
version of SVA Path before 3.2, build 0720, you may want to save
and restore your current configuration files.

Perform the following commands to manually backup existing
configuration files:

>setsp -g
>mkdir C:\tmp\sva_bak

>copy <SVAPath_install_dir>\spd.conf
C:\tmp\sva_bak\spd.conf

>copy <SVAPath_install_dir>\sppath.conf
C:\tmp\sva_bak\sppath.conf

>copy <SVAPath_install_dir>\spmon.conf
C:\tmp\sva_bak\spmon.conf

These saved files must be manually restored when the upgrade
(SVA Path version 3.3, build 0720) isinstalled.

During installation, the fileslisted in Table 3-1, “Installed SVA
Path Files’ are placed in your system. Thesefileswill be placedin
whichever directory is selected at the time of install (with the
exception of spd.sys). The default install directory will be:

\Program Files\Storage Tek\SVA Path 3.3
All of these files will be removed if SVA Path is uninstalled.
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Table 3-1 Installed SVA Path Files

File

Description

\WINNT\System32\drivers\spd.sys

SVA Path driver

sppath.conf

sppath configuration file
(installed empty)

spmon.conf

spmon configuration file

spd.conf spd configuration file
(installed empty)
sppath.exe qualifies and claims SVA storage
devices for SVA Path control
setsp.exe configures SVA Path parameters
spmon.exe monitorsdevice paths and implements

load balancing

Uninst.isu

uninstall script used by Install Shield

SVA Path Device Names on Windows 2000/2003

To display the current configuration of SVA Path devices, run the

command:

>setsp -a

As shown in Figure 3-2, disk device filenames are listed as

clb Xt YdZ. This naming convention correlates to the device
structure in the Windows Registry, where c i represents Scsi Port
W, bX represents SCSI Bus X, tY represents Target Id ¥ and dZ

represents LUN 7.

Chapter 3. SVA Path Installation 15




setsp -a

spd Path/disk Status Pri ExcBufBalanceRtrCntRtrDlyFailBack
0 c3b0t1d0/6  GoodX3202030001
c4b0t0d0/12 Good
HardDisk 6 1: ID = "STK 9500 0000000010390000"
1 c3b0tld1l/7  ExcludedX3202030001
c4b0t0d1/13 ExcludedXX
HardDisk 7 ID = "STK 9500 0000000010390001"
2 c3b0tld2/8 GoodX3202030001
c4b0t0d2/14 GoodX
HardDisk 8 ID = "STK 9500 0000000010390002"

Figure 3-2 Output of setsp -a Showing Device Names

By interpreting the Windows naming conventioninto setsp -a
output, SVA Path does not create new device names. Disk
Management seesonly thelogical drives as described in the
Registry. For aphysical disk with multiple paths, Disk
Management will display each path asits own device, although
each path is pointing to the same physical device.

For example, a dual-ported disk array connected to a single host
may beseen by Disk Management asDisk OandDisk 1.
When SVA Path isinstalled and these logical drives are not
excluded, Disk 0will beaccessiblewhileDisk 1isinaccessible,
asseenby Disk Management.

Note: A multiple-ported physical disk (such asadual-ported fibre
channel drive) is not a supported configuration within Microsoft
Windows. Without SVA Path software, disk errors and data
corruption will occur when data is written to the disk.

By understanding the relationship between the Windows'
Registry, SVA Path’'ssetsp -a output and
Disk Administrator/Management, youwill be ableto track
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system events back to a physical device, aswill be explained
further in Chapter 5., “Diagnosing Errors’, beginning on page 43.
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Chapter 4. SVA Path Operation

This chapter describes SVA Path commands and configuration
options.

There are three basic commands in SVA Path

. setsp isused to examine and configure the system'’s
operating parameters, and as such is the command most
often invoked by the user.

. spmon monitors path states and implements load balancing.

. sppath identifies devices to be placed under SVA Path's
control.

The setsp Command

The setsp command is used for most configuration tasks.

Table 4-1, “setsp Command Options’, on the next page gives a
brief explanation of setsp command options. Those used to
configure SVA Path device parameters are covered in some detail
in “Changing the Configuration”, beginning on page 36. In these
cases, the pages containing more detailed explanations of
command options are noted parenthetically.

Theoutput of setsp -a isasoused in conjunction with operating
system events to determine the nature and physical location of
failures. Thisis covered in “Diagnosing Errors’, starting on

page 43.
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Command options that take arguments (shown in braces after the
command) require an argument and should not be run without one.

Table 4-1 setsp Command Options

Option Effect
-2 show current device configuration and state
-b{0]1} set load balancing for alogical drive. (pages

35 and 40). Must be used with -1

-b0 disablesload balancing for the device;
-b1 enablesit

-d<n> set aretry delay of n for alogical drive,
where n istheinterval between retriesin
milliseconds (page 36 and 40)

-e{0]1} set exclusion for alogical drive (pages 35
and 37). Must be used with -1

-e0 includes the device;

-el excludesit;

excluded devices are not accessible by user
applications;

devices are excluded by default

-f{0]1} set failback for alogical drive. Must be used
with -1

- f0 disables failback for the device;

-f1 enablesit (pages 36 and 40)

-9 generate configuration files after an sppath
command (Page 32)

-1 show contents of driver configuration files
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Table 4-1 setsp Command Options

Option

Effect

-L
{parameter>

show current device configuration according
to condition(s) defined by setsp command
option parameter(s) (e.g., setsp -L -el
listsal excluded devices; setsp -L -b0

- f1 listsall devicesthat haveload balancing
disabled and failback enabled);

acceptable parametersare; -1, -e, -p, -b, -
r,-d,and -f

-1{<n>]all}

specify alogical drive for the command,
where;

nisthedrive's spd number ;
all specifiesall devices (page 36)

runs acommand to change the configuration
fileswithout affecting the running system
(changes will take effect at the next boot)

-n<n>

alocate n buffer pointersfor alogical drive,
where n should be a number approximately
equal to the device's maximum gueue depth
(pages 35 and 39). Must be used with - 1.

-p<n>

select primary path n. Must be used with -I.

-r<n>

set aretry count of n for alogical drive,
where n isthe number of times a command
will be retried (pages 36 and 40)

start the spd driver

terminate the spd driver

show devices by their configuration status:

-u0 shows all available devices;
-ul shows configured disks;
-u2 shows unconfigured disks
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Table 4-1 setsp Command Options

Option Effect
-V runs a command in verbose mode
- X ignores spd devices (changes will take effect

at next reboot). Ignored devices behave like
drives not under the control of the SVA Path
driver

The spmon Command

Configuring Load
Balancing

The spmon command is primarily associated with load monitoring
and balancing of SVA Path functional devices (FDevs). FDev isa
logical disk as viewed by the host operating system, the
applications and the users. An FDev can emulate one of avariety
of SCSI and count-key-data (CKD) disk devices.

spmon isinvoked automatically at boot time and runsas a
Windows service. As such, events such as the reassignment of
paths, arelogged inthe Application log. spmon can also be
started or stopped viathe ServicesiconintheControl Panel,
or by issuing either net stop spmon or net start spmon
froma Command Prompt.

Note: For optimum performance when striping data across
multiple LUNSs, disable load balancing on the devices being
striped using the setsp -b0 option.

Note: If you have modified the primary paths manually and you
wish to keep your setup configuration, you should not activate the
load balancing option. If you do, spmon may automatically
reassign the paths in which case you will need to reboot or
manually reassign all paths to retrieve your setup configuration.

Load balancing isenabled or disabledusing setsp -1 all -b0
(disable) or setsp -1 all -bl (enable) commands, with the
default setting being load balancing is enabled. Parameters for

load balancing are stored in the configuration file spmon. conf.
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Thisfileisread automatically after each modification at the end of
the expiration of the last measurement interval.

Following isalisting of available parametersin spmon.conf:

balance-threshold percentage

This parameter represents the maximum difference in load
between the highest-loaded and lowest-loaded paths, as a
percentage of the highest load, before the paths are
considered balanced. At 100%, paths will never be
considered unbalanced; at 50%, imbalance occurs when the
load on the least-busy path isless than half of that of the
busiest.

A value of 10% specifies that any difference of more than
10% between the most and least busy pathstriggersthe path
balancing algorithm.

reassignment-threshold percentage

The reassignment-threshold parameter limits reassignments
that do not reduce imbalance enough to be worthwhile.
When considering a path reassignment, the load balancing
algorithm computes a target value for the load it wantsto
transfer from the busiest path to the least busy path. The
reassignment threshold is the percentage by which aless-
than-optimal move may deviate from the target value and
till be considered acandidate. For example, avalue of 99%
means that reassignments may be considered even if they
result in only avery small reduction in the imbalance, while
avalue of 50% specifies that a device shall be reassigned
only if such areassignment will reduces the imbalance to
less than 50% of what it was before the move. Lower
percentage values discourage path reassignments.

measurement-interval time

This parameter accepts an positive integer value with a
suffix of "s" (seconds), "m" (minutes), or "h" (hours). A
reasonable minimum value will be based on the CPU load
presented to the system by the algorithm and the maximum
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valueis based on the amount of time that can pass before the
driver'sinternal counters overflow.

reassignment-1imit number

This parameter specifies the maximum number of devices
that should be moved in one pass of the algorithm. The
default valueisequal to or one half of the FDevs. If the path
group includes one or more multi-FDev LUNSs, each FDev is
considered a separate device.

read-overhead ps-per-cmd us-per-sector

This parameter is used to specify how bus connect time
overhead is estimated for read commands. Thefirst value
specifies the number of microseconds estimated for read
command overhead, while the second is an estimate of
connect time required for each 512 bytes of datarequested.
For each read operation, the sum of the command overhead
and the product of the transfer length and the per-sector
overhead isadded to acounter that isused to estimate overall
bus utilization on a per-FDev and per-channel basis.

write-overhead us-per-cmd pus-per-sector

Thisparameter isanal ogousto the read-overhead statement.
Sample values for these two statements are:

read-overhead 1000 120
write-overhead 1000 160

log-data-directory directory-name

Thisparameter specifiesthat log files should be placedinthe
specified directory each time the load balancing algorithm
runs. The datafilesin the directory are named using the
“path group name,” consisting of the names of the HBASin
each group concatenated with hyphens, followed by
“-fdevs.csv” or“-paths.csv”. Thesefiles contain the
data used as input to the load balancing algorithm. The
-fdevs file contains the following fields:

SecondSinceProgramStarted,
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Tuning Path
Balancing

FdevName,
CurLoadMilliSec,
oldPath,

NewPath

The -paths.csv file contains these fields:

SecondSinceProgramStarted,
PathNum,

PathName,

CurLoadMilliSec

If the directory name contains a space or endsin abackslash,
enclose the entire directory name in double quotes.

The path balancing algorithm captures details about the 1/0 load
going to each device, then enters an agorithm which performs
severd tests to determine whether a device movement will
improve the balance across all possible physical paths.

For the purpose of this section, moving a device means re-
directing /0O from one physical interface to another. This creates
a certain amount of work to be done by the SVA. While tuning
using the parameters bel ow, you should consider how to achieve a
satisfactory balance while moving the least amount of devices:

Parameters should be changed one at atime and then monitored
for aperiod of time. Anindication of anincorrect parameter value
can either be no device movements or too many device
movements. Try to always err on the side of no device movements
and adjust slowly until device movement is seen.

All device movementsarelogged to the system Event L ogs, which
can be accessed with the Event Viewer utility (see “Errorsin the
Event Viewer,” on page 43).

Additionally, the spmon command can be avaluable asset to
observe system load numbers either real-time, or over a period of
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Read / Write us-per-

cmd & sector

Table 4-2 Blocksize

time. The show option of spmon will display load information
every timeit isissued.

Thereisalsoalog-data-directory parameter inthe
spmon. conf filewhichidentifiesafileto place load information
every time the algorithm runs, i.e., every measurement interval.
Thisfile can then be imported into a graphing utility, and load
peaks and lows can be seen over time.

Thefirst 2 parameterswhich can be used to tune the algorithm are:
. Read-overhead ps-per-cmd  ps-per-sector
. Write-overhead ps-per-cmd  ps-per-sector

These parameters aid in determining the 1/0 load to the devices.
Since writes require more subsystem resources than reads, these
parameters set the skew. They must be altered to match the
prevalent RFA blocksize being used by the operating system per
the chart below:

512Byte 2K Byte 4K Byte 8K Byte 16K Byte

Read ps-per-sector

Write ps-per-sector

110 45 25 25 24

180 68 44 33 32

Measurement
Interval

Note: When tuning, leave the Read / Write us-per-command at
1000. It is also recommended to only change one of these
parameters since they have a co-relationship.

The next parameter to consider tuning isthe measurement interval
time. This parameter determines how long the I/O load will be
measured before entering the algorithm itself.

Raising the value too high could overrun the program buffers and
cause errors.

Setting the value too low renders the sample unique, to the
extreme where it is not representative of the actual load.
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Balance Threshold
Percentage

The value of this parameter should remain in the range of 20 - 60
seconds.

Balance Threshold Percentage is the first actual Load Balancing
Algorithm parameter. It determines how far apart, in load, the
paths can be allowed to get before the algorithm progresses with
further tests. The actua formulais:

High_Load_Path - Low_Load_Path > High_Load_Path * Balance_Threshold_Percent

Re-assignment
Threshold Percentage

If the result of thisformulais true, the algorithm will continue to
the Re-assignment Threshold test. ( See below. )

The default value for Balance Threshold Percentage is 10%. Try
setting it lower if theload ismostly small I/0 'sand higher if there
aremostly large I/0’s. Aswith all parameters, an indication of an
incorrect parameter is either no movement or too many
movements. Bear in mind that with a smaller number, more
movement is likely; larger numbers restrict movement.

Re-assignment Threshold Percentage is the second L oad
Balancing Algorithm parameter, and determines whether adevice
isworth moving. It forces the software to locate the best device to
move and therefore achieve the tolerable balance set in the
Balance Threshold Percent parameter. It asks the question, "Will
an X% improvement be made to the balance?"

The default value is 50%. Setting this parameter too high can
cause too many movements and impact device performance. Too
low, and no devices will ever qualify to be moved.

For example, if there were atheoretical load on path A of 100 and
aload on path B of 50:

If Balance Threshold Percent = 10%, the maximum
tolerabl e out-of-bal ance condition iswithin 65 - 85, with the
ided at 75.

If the Re-Assignment Threshold Percentage is set to 50%,
only adevicewith aload of 12.5 to 25 would be acandidate
to be moved.
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Re-Assignment Limit
Number

How to Verify Load

12.5 would change path A to 87.5 and path B to 62.5: a 50%

improvement.

Thefinal tuning parameter is Re-Assignment Limit Number. This
parameter controls how many devices can be moved after each
Measurement Interval.

Set this parameter to 1/2 the number of paths under SVA Path
control on that host, for example:

. If there are 2 paths, setitto 1

. If there are 4 paths, set it to 2

. If there are 3 paths, experiment with both 1 and 2,
starting with 1.

In Figure 4-1, “ Example setsp -a Output in Determining L oad

Balancing  Balancing”, there are three SVA Path devices; spd0, spdl and
spd2.

setsp -a

spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack

0 c3b0t1d0/6 Good X 32 0 20 3000 1
c4b0t0d0/12 Good

HardDisk 6 I: ID = “STK V960 0000000010390000”

1 c3b0tldl/7 Excluded X 32 0 20 3000 1
c4b0t0d1/13 Excluded X X

HardDisk 7 ID = “STK V960 0000000010390001”

2 c3b0t1d2/8 Good X 32 0 20 3000 1
c4b0t0d2/14 Good X

HardDisk 8 ID = “STK V960 0000000010390002”

Figure 4-1 Example setsp -a Output in Determining Load

Balancing
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. Status showsthe current state of the path. Good paths are
functioning normally. Bad paths have failed. Excluded
paths are unavailable to applications on this host.

In our example, the following command, spmon show, (Figure
4-2, " Example spmon show Output”) will show that each device
in Figure 4-1, “ Example setsp -a Output in Determining Load
Balancing” is accessible viathree paths, using HBAs "c2b0" and
"c3b4":

C:\>spmon show
Total I/0 load across monitored HBAs = 3ms

HBA Device 1/0 Load %load

c2b0  ¢2b0 Oms 0.0%

c3b4  c3b4 3ms 100.0%
Device Harddiskl [STK V960 0000000010850000]

FDev Path 1/0 Load HBA Load

spd0:0 1/Harddisk4 Ims 3ms  50.0%
Device Harddisk2 [STK V960 00000000108500011]

FDev Path 1/0 Load HBA Load

spdl:0 1/Harddiskb Ims 3ms  50.0%
Device Harddisk3 [STK V960 0000000010850003]

FDev Path 1/0 Load HBA Load

spd2:0 2/Harddisk9 Oms Oms 0.0%

Figure 4-2 Example spmon show Output
The column headings describe the various fields on the screen:

. FDev identifies the SVA Path device and the zero-based
index of the FDev within the device, separated by a colon.

. Path identifiesthe current path assigned to the FDev and the
name of the host bus adapter used by that path.

. I/O Load estimates channel utilization time during the
current measurement interval. The I/O Load may be
expressed as one of the following formats:
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milliseconds (withan"ms" suffix) if it islessthan one
second. For example, 350ms = 350 milliseconds

seconds (withan"s" suffix) if it isless than 300 seconds.
For example, 18.1s= 28.1 seconds

hours:minutes:seconds (hh:mm:ss) if it is more than
59 minutes. For example, 0:12:42 = 0 hours, 12 minutes, and
42 seconds.

. HBA Load identifies the 1/0O load contributed by traffic
to/from this FDev as a percentage of all 1/0 though the
current HBA used to access this FDev. The figure in the
right-hand columnisaratioI/0 Load / HBA Load,
expressed as a percentage.

In this example, c3b4 is carrying 100% of the load. At the next
measurement interval, spmon will automatically calculate and
redistribute the 1/0 load among the three paths, significantly
reducing the maximum load on c3b4.

Adding FDevs to an  After adding new FDevsto an existing lun viathe “Add FDev”
Existing Lun  button on the SVA console, run the following command:

>spmon update-fdevs

This enables spmon to load balance the new FDevs separately
fromtherest of the FDevsthat make up the LUN. If thiscommand
isnot run, the FDevs will be treated asif they belonged to the last
original FDev and will be prevented from being assigned to
different paths. For example, if aLUN was originally composed of
two FDevs spd0: 0 and spd0: 1 and the user adds three FDevs
using the SVA console, the new FDevs are assigned to spd0: 1.

The sppath Command

The sppath command isrunautomatically at boot after SVA Path
isinstalled. sppath's main function is to create the configuration
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file that identifies devices to be put under SVA Path's control. Its
command options are used to display or modify this device set.

Note: Altering the physical connections to the SVA requires that
the host be rebooted for SVA Path to recognize the new
configuration.

sppath examines disk devices attached to the system to
determine whether any physical devices are accessible via
redundant paths and whether those devices should be put under the
control of the SVA Path driver. Qualifying devices are written to
thesppath.conf file. Thisfile should not normally be modified
directly by the user.

To qualify, devices must not be boot devices and must have the
appropriate inquiry data.

The vendor 1D must match one of:

. STK

. IBM

. RSBA

The product ID must match one of:
. 9200

. 9393

. 9500

. V960

. V2X

sppath’scommand options are used to display or modify this
device set.

Table 4-3, “sppath Command Options’ gives a synopsis of
sppath options. They are explained in greater detail below.
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Display Options for
sppath

Table 4-3 sppath Command Options

Option Effect
-d display debug information
-D clear thelist of ignored devices. Should be

followed by setsp -g (seenote below)

-I{cXbYtzdN} | ignore the device or group of devices
specified,;
devices are specified intheform c X, c XbY,

cXbYtZorcxbYtzdN. al devicesthat
match will be ignored,;

Should be followed by setsp -g (seenote
below)

v display the contentsof /etc/sppath.conf
after writing thefile

Note: After running sppath withoptions - I or - D, you must run
setsp -ginorder for the changesto be reflected in SVA Path’'s
configuration file spd. conf. Changeswill take effect at the next
system reboot.

The -v option causes sppath to display the contents of
sppath.conf after updating it (Figure 4-3, “Using sppathin
Verbose Mode”).

SPD=0
SPD=0
SPD=0
SPD=1
SPD=1
SPD=1
SPD=2
SPD=2
SPD=2

C:\>sppath -v

c2b0t0d0 dev=0, 1 type=2 SANID="STK V960 0000000010850000"
c3b4t29d0 dev=0, 4 type=2 SANID="STK V960 0000000010850000"
c4b5t0d0 dev=0, 7 type=2 SANID="STK V960 0000000010850000"
c2b0t0d1l dev=0, 2 type=2 SANID="STK V960 0000000010850001"
c3b4t29d1l dev=0, 5 type=2 SANID="STK V960 0000000010850001"
c4b5t0d1 dev=0, 8 type=2 SANID="STK V960 0000000010850001"
c2b0t0d2 dev=0, 3 type=2 SANID="STK V960 0000000010850003"
c3b4t29d2 dev=0, 6 type=2 SANID="STK V960 0000000010850003"
c4b5t0d2 dev=0, 9 type=2 SANID="STK V960 0000000010850003"

Figure 4-3 Using sppath in Verbose Mode

32 SVA Path for Windows User’s Guide



Ignoring and
Reclaiming Devices
with sppath

The -d option displaysinquiry datain raw format and isgenerally
used only for debugging.

The - I option accepts symbolic device names corresponding to
controllers or specific disks and omitsthem from sppath.conf.

This prevents them from being put under SVA Path’s control.

If adeviceisto beignored, al of itspaths should be specified with
- I options. Multiple devices can be specifiedinasingle sppath
command, but each device specified must be preceded by - 1.
Once specified, the ignored device is remembered in
sppath.conf andwill beignored until thelist of ignored devices
is cleared with setsp using the - D option. Ignored devices will be
displayed as UNKNOWN by setsp -a. Theignored devices will
behave like standard disk drives not under the control of SVA
Path.

Run the following commands to ignore a device:
>setsp -T -1<spdN>
>sppath -1 <cXbYtZdN>
>setsp -g

Alternately, youcanasorun sppath -1, followed by areboot of
the host, in order for the operating system to recognize theignored
device.

Note: Thesppath -1 (ignore) command should not be confused
withthesetsp -e (exclude) command. The former removesthe
device completely from SVA Path's control, treating it exactly as
though it isincompatible with SVA Path and could not be
recognized and claimed. The setsp -e command isintended
chiefly for multiple host configurations and prevents particular
logical devices from being accessed by a host.

The - D option clears the entire list of ignored devices, allowing
any eligibledeviceto be placed under SVA Path’s control uponthe
next reconfiguration reboot.
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Understanding the setsp -a Screen

Usethesetsp -a command to display the default path
configurations.

setsp -a
spd Path/disk Status Pri ExcBufBalanceRtrCntRtrDlyFailBack
0 c3b0t1d0/6  GoodX3202030001
c4b0t0d0/12 Good
HardDisk 6 I: ID = "STK V960 0000000010390000"
1 c3b0t1dl/7  ExcludedX3202030001
c4b0t0d1/13 ExcludedXX
HardDisk 7 ID = "STK V960 0000000010390001"
2 c3b0t1d2/8  GoodX3202030001
c4b0t0d2/14 GoodX
HardDisk 8 ID = "STK V960 0000000010390002"

Figure 4-4 Sample Output of setsp-a Command

The column headingsidentify the variousfields on this screen, the
last seven of which are user-configurable parameters for the
device. Thesetsp -a output fields (with their default values,
when applicable) are described below. The commands used to
change the default settings are described in the following section.

. spd isthe SVA Path driver number, an ID assigned to the
device by SVA Path and the name of the spd special device
file created by SVA Path to access the storage. The disk
number isgivenasHardDisk X, where X isanumber used
by Disk Management, and the Drive Letter(s) assigned by
Disk Management. Thisdevice number also appearsin
errors reported in the (System) Event Log.

. Path/disk shows the device names and disk numbers for
each of the redundant physical pathsto the device. Their
appearanceinthe setsp -a output facilitates interpreting
these events in terms of the spd device names by which
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applications access devices. This field shows both the disk
number in the form cib Xt Yd Z and the number assigned by
Disk Management.

Status showsthe current state of the path. Good paths are
functioning normally. Bad paths have failed. Excluded
paths are unavailable to applications on this host.

Primary showswhich of the physical I/O paths connecting
the device to the host’s host bus adapters (or controllers) is
defined as primary (marked by an X). Initially, primary path
assignments are distributed evenly among the available
paths. Figure 4-4, “ Sample Output of setsp -a
Command” shows this as an alternating pattern in a dual-
path configuration: spd0 has a primary path to controller 7,
spd1 usesits path to controller 8 as primary, and spd?2
aternateshback to controller 7. Thedevice sduplicate path(s)
are not used unless the primary path fails or the load
balancing option is selected for that device.

Note: When Load-balancing is enabled all paths are active
at all times, but there is no indication on this display.

Exclude indicates the exclusion setting, which is used to
keep particular serversfrom seeing particular logical drives.
As a safety measure, SVA Path excludes all devices from
host access by default, giving them an exclusion setting of 1.
Excluded devices are marked by an X in this column.

Buf isthe number of buffer pointers (or buffer structures)
pre-allocated for each logical device. For peak performance,
Buf should be approximately equal to the maximum useful
gueue depth of thelogical unit. Valuesbetween 1 and 100 are
permitted. The default valueis 16.

BaTlance indicates whether dynamic load balancing is
enabled for the device. When load balancing is enabled,
SVA Path tracks the volume of 1/0 on each path and
periodically reassigns the LUN’s path as needed to keep the
1/0 load balanced across all HBASs. 1 means load balancing
enabled. 0 means load balancing not enabled. Load
balancing is enabled by default for SVA devices.
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. RtrCnt (retry count) isthe number of timesafailed 1/O will
be retried on the primary path after it hastried
unsuccessfully to useits alternate path(s) and returned again
to the primary. When the specified number of retries have
failed, the 1/O fails. The default valueis 30. The highest
value allowed is 100.

. RtrD1y (retry delay) isthe timeinterval, in milliseconds,
between the retry attempts described in the preceding
parameter. The default valueis 10000 ms. Thisvalue can
not be set above 100,000 ms (100s).

. FailBack indicates whether failback is enabled for the
logical device. When failback is enabled (the default setting
of 1), SVA Path will keep testing a path that has failed and
return it to service (asthe primary path or in sequential load
balancing) as soon as the path has been restored.

If the default configuration is satisfactory, no reconfiguration of
SVA Path is necessary.

In addition to the information defined by the setsp -a output's
column headings, thelast part of thelast linefor each device (ID=)
shows the physical device's unique identifier, which is derived
from the device'sinquiry data

Changing the Configuration

Specifying a Device

for setsp

Theinformation displayed by setsp -a isstoredinthe
configuration file spd. conf, which should never be edited
directly. User-configurable parameters must be changed
exclusively through the setsp command options provided for
that purpose and are described in more detail in the following
sections.

To name a specific device in any setsp command, use the -1
option (notethat thisisalowercaseletter L, and not the number 1)
followed by the device's spd number, as expressed in the syntax
illustrations used in the remainder of this chapter as - 1<x>. To
name al devices under SVA Path’'s control, use -1 all.A
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Assigning a New
Primary Path

device's spd number islisted in the first column of the setsp -a
output (See setsp -a example on page 28).

Whether you are applying the configuration command to asingle
deviceor to all thedevices, only one parameter can be changed per
command.

The syntax for changing an SVA LUN’s primary data path is
setsp -1<x> -p<n>

where <x> isthe spd number (or a11) and <n> isthe number of
the new path. The path number can be obtained by simply
counting down setsp’slist of physical paths(inthe Path/disk
column), starting from zero.

The command to change the primary path shown in Figure 4-4, on
page 34, for the SVA devicewiththe spd ID of 0 from its default
path through controller 7 to the path through controller 8, then,
would be:

>setsp -10 -pl

If you run asetsp command with the verbose option (- v), the
configuration change will be displayed on screen (below).

setsp -v -10 -pl
spd Path/disk Status Pri ExcBufBalanceRtrCntRtrDlyFailBack
0 c5b5t0d0/1 X3202030001
c6b5t0d1/12
HardDisk 1 ID = "STK V9600 0000000010390000"
Figure 4-5 Using setsp -p in Verbose Mode
If an SVA LUN comprises multiple FDevs, all FDevs are assigned
to the specified path.
Turning the  The syntax for changing the exclusion setting for adeviceis
Exclusion Setting
Off and On setsp -1<x> -e{0]1}
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where <x> isthe spd number (or a11) and the -e option takes one
of two arguments.

. -e0 turnsexclusion off (makesthe device visibleto the host);
. -el turns exclusion on (excludes the device).

In asingle-host configuration all devices should be visible to the
host. Devices can be included (or un-excluded) by using the
command.

>setsp -1 all -e0

All devices may be included, because no other host can access
them at the same time. However, in a multiple-host environment,
where all spds are visible to SVA Path on all hosts, spds must be
either excluded or included so that a host shares no spds. Use the
ID number under the spd column onthesetsp -a output to
identify devices. Do not use the spd X number.

Note: When including a device you must refresh (or re-scan)
disksin the Disk Management window to see the disk. When
excluding a device, you must close and reopen the Computer
Management window to update the Disk Management display.

“Unknown Devices” Errors in Windows 2003

Windows 2003 Disk Management may display excluded devices
as “unknown.” Any attempt to initialize the “unknown” devices
will fail, dueto SVA Path device exclusion. To prevent this error,
use the following steps to disable the “ unknown” devicesto
Windows 2003.

1.  Select Computer Management > System Tools >
Device Manager > Disk Drives.

2. Right-click on the device you want to exclude, and click
Properties.

3. Click the General tab.

4. Disable each device to be excluded.
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Redefining the
Buffer Pointer
Allocation

Removing LUNs
from SVA Path

Excluding a Device
Using the -x Option

The syntax for changing the number of buffer pointers pre-
alocated for agiven deviceis

setsp -1<x> -n<n>

where <x>isthe spd number (see“ Specifying aDevicefor setsp”
on page 36) and <n> isthe new value. The system must be
rebooted for this change to take effect. The number of buffer
pointers recommended for a given device is approximately equal
to the logical unit’s maximum useful queue depth; the default
value of 16 should suit most SVA devices.

When aLUN onthe SVA isdeleted, SVA Path will continue
to reference it until the next re-boot. If desired, use the

>setsp -T -1<spdh>

command to remove the reference immediately.

The -x option causes a device to be inaccessible from SVA Path.
Thedevicethenwill still be under SVA Path's control but can only
be accessed from the system. This option is useful with LUN
masking.

1. Toexclude adevice using the -x option, run the
>setsp -x -1<spdN>

command, where spd# is the number of the SPD to be
excluded.

2. Next, you need to stop the spd using the following
command:

>setsp -T -1<spdN>

Note: Notice that the SPD is il in sppath.conf, but
not in spd.conf, indicating that this spd is still under
SVA Path’s control.

To check for devices that have been excluded using the -x
option, type the following command:
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Turning Load
Balancing On and
Off

Changing the Retry

Count and Retry
Delay

Turning Failback Off

and On

>setsp -u?

To remove the device from the excluded devices list
(displayed with the u2 option), run the following commands:

>setsp -g -1<spdh>
>setsp -S -1<spdhN>

The syntax for changing a device's load balancing modeis
setsp -1<x> -b{0]|1}

where <x> isthe spd number (or a11) and the - b option takesone
of two arguments:

. -b0 turns load balancing off;

. -b1 turns load balancing on.

The syntax for changing the retry count for adeviceis

setsp -1<x> -r<in>

where <x> isthe numerical element of the spd number (see
“Specifying aDevicefor setsp” on page 36) and <n> isthe number
of timesafailed 1/O will beretried on the primary path (after its
aternate paths have been tried unsuccessfully) before the path is
marked asfailed (withaStatus of Bad).

The syntax for changing the retry delay for adeviceis
setsp -1<x> -d<n>

where <x> isthe numerical element of the spd number and <n>is
the interval between the retries specified by the retry count
parameter.

The syntax for changing the a device's failback modeis
setsp -1<x> -f{0]|1}

where <x> isthe spd humber and the - f option takes one of two
arguments:
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-0 turnsfailback off;

- f1 turnsfailback on.

Dynamic Device Detection

You may be ableto add new storage devices and place them under
SVA Path's control without requiring areboot of the host. Thisis
also known as dynamic LUN allocation.

To add a fibre channel device to an existing path, perform the
following steps after the devices are physically connected:

1

RuntheDisk Management. Thiswill cause new devicesto
be detected by Windows.

Note: When Windows asks you to sign the disks, select No,
and close the Disk M anagement.

Run this command to cause SVA Path to detect the new
devices:

>sppath -v

To create an updated configuration file, run:
>setsp -g

To start the new device, run;

>setsp -S -1 <new_spdN>

Un-exclude the new device:
>setsp -e0 -1 <new_spdh>

Run setsp -a and check for anewly created spd number.

Run Disk M anagement again and sign each disk managed
by SVA Path.
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Deleting Devices

Note: Prior to deleting a device from SVA Path, you must use
Disk Management to remove the device partition for the device
to be deleted.

Use the following steps to delete a device:

1

From the command prompt, run the following command to
instruct SVA Path to terminate the spd driver:

#isetsp -T -1(spdN)

From the command prompt, run the following command to
instruct SVA Path to ignore these paths/disks:

ffsppath -1 cXbYtZdN

From the command prompt, run the following command to
make the update permanent:

#fsetsp -g
Usethe SVAA CLI or the SVAC to delete the device.

Note: To remove a specific device from the ignored devices list,
firstrunthesppath -D command toremoveall devicesfromthe
list, thenrunthe sppath -I cxtydz command for each device
you wish to return to the list.
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Chapter 5. Diagnosing Errors

Errors in the Event Viewer

All changesin SVA Path devices and activity on devices under
SVA Path'scontrol arerecorded as Sy s t em eventsin the Windows
Event Logs, accessed with the Event Viewer utility.

If apath to astorage system becomes unusable, the disk driver will
reporta“device not ready for access" error (Figure 5-6,
“Sample disk driver error”), while the SPD driver will report an
"SPD driver detects an I0 path failure" warning
(Figure 5-7, “ Sample spd driver error”).

An"SPD's TUR command failed" error will occur when the
system is unable to communicate with the device after the system
sendsout aTUR (test unit ready) request. The error notesthe name
of the failed path, but does not pinpoint the source of the failure.

Inthe event of apath failure, usethe Disk M anagement and Disk
Manager utilities to troubleshoot the problem. A quick check of
the bus on which the device had failed is al so recommended.
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Event Detail E3 I

Date: 3421400 Ewvent ID: 15
Tirne; 3:0E:03 PM Source:  Disk
User M Tope: Errar
Computer; ERASUIRE Categony: Mone
Dezcription:

The devize, YD evicehHarddiskBYPartition | iz not ready for access pet. ;I

;I
Data: ™ Bytes © words
Qooo: 04 00 18 00 01 00 66 OO ... ... f. -
googs: 00 OO0 OO OO0 Of OO0 04 =00 . . ... . . A
00l10: 04 01 00 00 94 00 00 =0 1A
go0ls: 00 OO0 OO0 OO0 OO OO OO oo ... ...
goz0: 00 OO0 OO0 OO0 OO OO OO oo ... ... -
< _"I_I

Cloze I Previous Hext Help I

Figure 5-6 Sample disk driver error

44 SVA Path for Windows User’s Guide



Event Detail E3

Drate:
Tirne:
User:

Computer: ERASURE

3421400 EventID: 4
20602 PH Source:  zpd
A8, Type: Information

Dezcrphion:

Category: Maone

Data:

& Butez  ‘Words

SPD driver detects an 10 path[Dizk 4 ¢1b0t0d0] failure. [loCompletion] ;I

]

oooo :
o0os:
0010 :
001s:
a0z2o:

on
on
on
on
oo

Claze I

Previous Mext

Figure 5-7 Sample spd driver error

VDS Errors in the System Event Log

The Virtual Disk Service (VDY) feature of Windows 2003 may
issue an Event ID 6 error to the Windows Event Log when you

start SVA Path. You canignorethese errors, as SVA Path does not

use VDS.

Chapter 5.

Diagnosing Errors
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Appendix A. Configuring SVA Path With
Microsoft Cluster Service

This appendix provides recommendations for configuring

SVA Path on a Windows 2000 server running Microsoft Cluster
Service. Microsoft Cluster Service must be installed and
configured prior to installing SVA Path.

Microsoft Cluster Serviceisincluded with Microsoft

Windows 2000 Advanced Server. It provides failover support to
the serversin the cluster, so that if one server fails, itsworkload is
shifted to the other server.

Note: Although Microsoft Cluster Service and SVA Path are both
available on Windows 2003 as well as Windows 2000, this
appendix describes how to configure Microsoft Cluster Service
and SVA Path on Windows 2000 only.

Note: Thisappendix does not describe Microsoft Cluster Service
installation and configuration. For details on these topics, see the
Microsoft Windows 2000 Advanced Server documentation.

Minimum System Requirements

Table A-1, “Minimum System Requirements’, on page 48 liststhe
hardware and software components required for running
SVA Path with Microsoft Cluster Service.
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Table A-1 Minimum System Requirements

Environment Cluster Node 1 Cluster Node 2
Item

Host operating Microsoft Windows 2000 Advanced
system Server, Version 5.00.2195 SP3, English
version

or

Microsoft Windows Server 2003,
English version

Cluster Microsoft Cluster Service, Version 5.0
management tool

SVA subsystem V960, V2X/V2X2

Virtual Power For Windows 2000: SVA Path 3.3,
Suite software Build 746

For Windows 2003: SVA Path 3.3,
Build 748

Environment Description

The Microsoft Cluster Service environment consists of two
servers (referred to as nodes) and storage devices which are
physically connected to the nodes. Figure A-1, * Sample Microsoft
Cluster Service/ SVA Subsystem Configuration”, on page 49
shows a sampl e clustering configuration involving two nodes and
an SVA subsystem. Other configurations are possible.

Two types of network connections are used in this configuration:

. Fibre connection—Links each node to the SVA subsystem.
This connection consists of afibre wire that links the node
HBA (host bus adapter) to the switch. There can be several
HBAs on each node. This connection is referred to asthe
public network (not to be confused with the Ethernet public
LAN).
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. Ethernet connection—Links the nodes together. This
connection consists of an Ethernet cable that links both
nodes using their Ethernet cards. This network is used for
clustering purposes. This connection is referred to as the
private network or cluster network.

Each node of the cluster hosts the following components:
. SVA Path software

. Microsoft Cluster Service

Node # 1
I
‘ HBA
Ethernet t'f-
Card | - HBA
S
W
|
T
C
H
I
‘ HBA
Bl © =
) L
Node # 2

Figure A-1 Sample Microsoft Cluster Service / SVA Subsystem
Configuration
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Configuring Microsoft Cluster Service

Hardware
Configuration

Card

,'Ii
Ethernet
.-F"'"'F_.F

Card

|
Ethernet \!/-
=t

HBA

HBA

HBA

HBA

Preparing the
Devices

Prior toinstalling SVA Path, there must be only one HBA per node
connected to the SVA subsystem; therefore, you should disconnect
any extraHBAS. If there is more than one HBA per node
connected to the SVA subsystem, volumeswill be duplicated. See
Figure A-2, “Configuration Prior to Installing SVA Path”.

TOoOH4—so

Figure A-2 Configuration Prior to Installing SVA Path

Note: Both nodesinthe cluster must have accessto the same SVA
domain.

Note: Microsoft Cluster Service supports basic volumes only.

Note: Microsoft Cluster Service uses a special disk—called the
guorum disk—to store cluster information.
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Usethe Windows 2000 Disk Management consoleto discover and
format the devices on both nodes.

1.  From Node 1. Once you have created new devices, use the
Disk Management console to have Windows 2000 detect

them.

P oo ___,
Z3Disk 3 .| :
Basic ECAM (F) 1
1.14GE 1.14 GB NTFS |
oOnline Healthy 1

THpisk 4 —

Unknown
11.45GE 11.45 GE
Online Unallocated

Hpisk 5 |,

Unknown
11.45GB 11.45 GB
Orline Unallacated

Hpisk 6 |

Unknown
11.45GB 11.45 GB
Onling Unallocaked

2. From Node 1: Create and format volumes on these devices.

ZPDisk 5
Basic
11.45GB
Online

“PDisk b
Basic
11,45 GB
Online

vol_C (X
11,45 GB NTFS 1
Healthy |

“PDisk 7
Basic
11.45GB
Online

1

vol_D (W3 1
11,45 GE MNTFS 1
Healthy 1

“PDisk 8
Basic

2,28 GB
Online

2,26 GB NTFS

|
Mscs_vol (v:) 1
Healthy :

e e e e

3. From Node 2: Use the Disk Management console to have
Windows 2000 detect the new volumes. Make the volume
letters match the ones used by Node 1.
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“HDisk 5

Basic ¥ol_B (¥ |
11,45 GB 11,45 GB NTFS 1
Online Healthy :
“HDisk &

Basic Yol _C (X:) 1
11.45GB 11,45 GB NTFS !
COnline Healthy :
<PDisk 7

Basic yol_D (w:) 1
11.45 GB 11,45 GB NTFS 1
Orline Healthey :

ZPDisk 8 :
Basic MSCS_Yol {¥:) 1
2,26 @B 2,28 B NTFS 1
Online Healthy :

Microsoft Cluster  During Microsoft Cluster Service installation you must select the
Service Installation  volumesthat will be shared by all the nodes of the cluster. It is
recommended that you initially select only the quorum disk asa
clustered resource. You will be able to add other volumes to the
clustered resources later.

Note: For details on Microsoft Cluster Service installation, see
the Microsoft Windows 2000 Advanced Server or Windows
Server documentation.

Microsoft Cluster  Once you haveinstalled Microsoft Cluster Service on al the
Service Default nodes, the minimum clustered resources are:

Resources
Cluster | P address

Cluster name

. Quorum disk

E_,z-ﬂ.r..-..-..-,.—“ e

S Chuster Administratar - [STK (STI)]
-,;uE*E Wiew Window. Help

H
i tlame: | State | Crmer | Besource Type | Descrpkion 1
] LL:]l:Llsh:r IP Address Jrin= ABUZAT IP Address

E u..]: hasher Blame orime BUFAT Pletvaark Name

- I Resoues [y cucaum arlne BUZAT Pheysicd Digk.

E =) Chuster Corfigurstion

Vo Fg AUTAT 1
E + ] SALAT I
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Note: For details on Microsoft Cluster Service resources, see the
Microsoft Windows 2000 Advanced Server documentation.

Your cluster is now ready for SVA Path installation.

Installing and Configuring SVA Path

Note: When installing SVA Path on anode, it is highly
recommended that you have only one HBA connected to the SVA
subsystem.

Note: Theterm “active node” refersto the cluster node that owns
disk resources.

1. From Node 1 (active node): Install the SVA Path software.
Reboot the node once installation is compl ete.

2. From Node 2 (active node): Install the SVA Path software.
Reboot the node once installation is complete.

3. From Node 1 (active node): Use SVA Path to configure the
volumes:

a  Usethesppath -v command to verify that the new
disks are acknowledged by SVA Path.

SPD=0 c4b1t0d0 dev=0, 3 type=2 SANID="STK V2X 7034005100000000
SPD=1 c4b1t0dl dev=0, 4 type=2 SANID="STK V2X 7034009100000000
SPD=2 c4b1t0d2 dev=0, 5 type=2 SANID="STK V2X 7034003700000000
SPD=3 c4b1t0d3 dev=0, 6 type=2 SANID="STK V2X 7034007A00000000
SPD=4 c4b1t0d4 dev=0, / type=2 SANID="STK V2X 7034009200000000
SPD=5 c4b1t0d5 dev=0, 8 type=2 SANID="STK V2X 7034009300000000
b. Usethesetsp -gcommand to update the SVA Path

configuration for the new disks.

c. Usethesetsp -Scommand to start thedriver for the
new disks.

d. Usethe setsp command to display the volumes that
can be used.
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spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0  c4b1t0d0/3 Excluded X X 32 1 20 3000 1
HardDisk 3 ID = "STK V2X 7034005100000000"
1 c4bl1t0dl/4 Excluded X X 32 1 20 3000 1
HardDisk 4 ID = "STK V2X 7034009100000000"
2 c4blt0d2/5 Excluded X X 32 1 20 3000 1
HardDisk b ID = "STK V2X 7034003700000000"
3 c4b1t0d3/6 Excluded X X 32 1 20 3000 1
HardDisk 6 ID = "STK V2X 7034007A00000000"
4 c4blt0d4/7 Excluded X X 32 1 20 3000 1
HardDisk 7 ID = "STK V2X 7034009200000000"
5 c4blt0d5/8 Excluded X X 32 1 20 3000 1
HardDisk 8 ID = "STK V2X 7034009300000000"
e. Usethesetsp e0 -1all command to assign (un-
exclude) the new disks.
f. Usethe setsp command to verify that the status of all
pathsis“Good.”
spd Path/disk Status Pri Exc Buf Balance RtrCnt RtrDly FailBack
0  c4b1t0d0/3 Good X 32 1 20 3000 1
HardDisk 3 ID = "STK V2X 7034005100000000"
1 c4blt0dl/4 Good X 32 1 20 3000 1
HardDisk 4 ID = "STK V2X 7034009100000000"
2 c4b1t0d2/5 Good X 32 1 20 3000 1
HardDisk 5 ID = "STK V2X 7034003700000000"
3 ¢c4b1t0d3/6 Good X 32 1 20 3000 1
HardDisk 6 ID = "STK V2X 7034007A00000000"
4 c4blt0d4/7 Good X 32 1 20 3000 1
HardDisk 7 ID = "STK V2X 7034009200000000"
5 c4bl1t0d5/8 Good X 32 1 20 3000 1
HardDisk 8 ID = "STK V2X 7034009300000000"

4.  FromNode 1 (active node): Reconnect all thenode HBASto
the SVA subsystem.

5. FromNode1 (active node): Use SVA Pathtoreconfigurethe
volumes.
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Usethe sppath -v command to verify that the new

disks are acknowledged by SVA Path.

a

OO OOOOOOOOO
OO OOOOOOOOO
TSI IS
[Selselselselselsnlselsalsniselsnlon)
OO OOOOOOOOO
I N e N N L N N N

batatatatetatalelatalalel
[aNIoNIaNIoNIaN[oNIoN[aNIeN[aN eV aN)
SIS

NN NN N N N N N N N
=== === == ——
DN NNV

Iyl iy iy iyl
[ [V Yo Y Yo [ Yo Y [ Yo Y
S S S S Y S S S A
=2 =222 =2=2=Z==
LLLLLLLLLLLT
NNUVNNNNNNNNWN

[SNISNTQNTQNTQNIQNIQNIQNIQNIQNIQNIQN]
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Usethe setsp -gcommand to updatethe SVA Path

configuration for the new disks.

b.

Usethe set sp command to verify that the status of all

pathsis*“Good.”

C.

RtrDly FailBack

Exc Buf Balance RtrCnt

Pri

Status

Path/disk

spd

100000000"

100000000"

700000000"

A00000000"

200000000"

300000000"

Make Node 2 the active node.

6.

From Node 2 (active node), perform Steps 3 and 4.

7.

Verify that the volumes have the same | etters on both nodes.
If they do not, edit the drive letters to make them match.

8.
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9.  You can now use the Windows 2000 Cluster Administrator
console to define the volumes as clustered resources.

=0 Chuster Adminiskrator - [STE (STK)]
125 Ele Pew window Help

1

1

1

1
e T e s = 1
85| o16) xlg) B sal = :
| 8y 5T Hlame | seate | Cromer | Pesaurce Type | Description )
| & '.Sr:u:ls Ihnlume Oriine ALUZAT Phiysical Disk :
! S Cluster Group I3 lume Grine AUZAT Phigsical Disk :
! e [niume_x arine AUZAT Physical Cisk :
i £ sk Group 2 I velume_ Oriine AUZAT Phiysiesl Digk H
| I Resources ICriume_z arine AUZAT Physical Dick !
: =) Chaster Configuraton :
1 ) ALUTAT '
g SALAT :
e 1

Using SVA Path in a Microsoft Cluster Service Environment

This section describes how to perform basic device management
activitiesin the Microsoft Cluster Service environment. The
following configuration is assumed:

. Nodes are clustered.
. SVA Path isinstalled and configured.

. There is more than one path on the nodes.

Adding New 1. From any host: Create devices using either the SVAA CLI
Volumes (command-line interface) or the SVAC (Shared Virtual
Array Console).

2. From Node 1 (active node): From the Windows 2000 Disk
Management console, perform a Scan Hardware Changes
operation. Each new disk should appear twice; therefore do
not yet create volumes on the new disks.

3. From Node 1 (active node): Use SVA Path to configure the
new disks:
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a  Usethesppath -v command to verify that the new
disks are acknowledged by SVA Path.

b. Usethesetsp -gcommand to update the SVA Path
configuration for the new disks.

c. Usethesetsp -Scommand to start thedriver for the
new disks.

d. Usethesetsp -e0command to assign (un-exclude)
the new disks.

4.  From Node 1 (active node): Use the Windows 2000 Disk
Management console to perform a Rescan Disks operation.
Each new disk should appear only once.

5. Turn Node 2 into the active node.
6. From Node 2 (active node): Perform Steps 2, 3, and 4.

7.  From Node 2 (active node): Using the Windows 2000 Disk
M anagement console, create and format volumes on the new
disks. Make sure each volume has a letter.

8.  Turn Node 1 into the active node.

9.  From Node 1 (active node): Using the Windows 2000 Disk
Management console, perform a Rescan Disks operation.
The new volumes should be displayed. Verify that the
volume letters on Node 1 match those on Node 2.

10. Restart both nodes. (Thisisrequired by Microsoft Cluster
Service. The volumes cannot be clustered without areboot.)
Once the nodes have been restarted, verify that all volume
letters on Node 1 match those on Node 2.

11. You can now use the Windows 2000 Cluster Administrator
consol e to define the volumes as clustered resources.
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Deleting Existing  Note: The active nodeis not relevant in this activity.

Volumes

Note: Do not delete the quorum volume.

Note: After adisk has been deleted, its ID is till present in the
SVA Path configuration. Consequently, a new volume may have
the same ID as adeleted disk. This behavior is not specific to the
Microsoft Cluster Service environment.

1

If the volumes to be deleted (target volumes) are clustered
resources, use the Windows 2000 Cluster Administrator
console to un-share them.

From Node 1: Use the Windows 2000 Disk Management
console to perform a Rescan Disks operation. The target
volumes should be displayed.

From Node 2: Perform Step 2.

From Node 1. Use the Windows 2000 Disk Management
console to del ete the target volumes.

From Node 1: Use the Windows 2000 Disk Management
console to perform a Rescan Disks operation on both nodes.
The target volumes should not appear.

From Node 1: Use the following SVA Path commandsto
stop the driver for the target disks.

setsp -T -1nn
setsp -x -1nn

where nnisthe ID of the SPD.
From Node 2: Perform Step 6.

From the server where SVAA isinstalled: Use either the
SVAA CLI (command-line interface) or the SVAC (Shared
Virtual Array Console) to delete the SVA devices that make
up the target disks.

From Node 1: Use the Windows 2000 Disk Management
console to perform a Scan Hardware Changes operation. A
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Lost Device dialog box may appear. Target volumes should
no longer appear in the list of managed devices.

10. From Node 2: Perform Step 9.
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