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Preface

The Solstice™ PPP 3.0.1 Administration Guide describes how to configure and use
Solstice PPP to create synchronous and asynchronous point-to-point communications
links between computers and local area networks (LANSs). Solstice PPP is a standard
implementation of the Point-to-Point Protocol (PPP) and the Internet Protocol
Control Protocol (IPCP).

Who Should Use This Book

This book is intended for experienced system administrators who want to implement
and maintain networks using Solstice PPP. It assumes that you are familiar with
workstations and servers running a Solaris™ environment.

How This Book Is Organized

Chapter 1, describes the Solstice PPP implementation of the Point-to-Point Protocol
(PPP), and tells you how to use Solstice PPP to establish IP connections across PPP
links.

Chapter 2, tells you how to create a basic configuration using the script
pppinit(dM) , and how to add user accounts for incoming connections using
admintool(1M)

Chapter 3, explains how to start Solstice PPP on your machine, how to establish IP
connections across a PPP link, and how to close connections. It assumes that you
have installed and configured Solstice PPP on your machine.
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Chapter 4, describes the format and syntax of each of the configuration files
associated with Solstice PPP, and explains how to modify these files to generate more
complex network configurations.

Chapter 5, includes some examples of common network configurations created using
Solstice PPP, and the corresponding configuration files ppp.conf and link.conf
for each one.

Chapter 6, tells you how to detect and resolve problems when running Solstice PPP.

It includes instructions on how to use ppptrace and pppstat to examine the frame
traffic across the PPP link, and a description of the error and status messages logged
in the file /var/adm/log/ppp.log

Appendix A, provides a brief overview of PPP link operation, and includes a phase
diagram and a description of the various PPP frames.

Appendix B, provides the pinouts of cables that can be used for most modem and
null modem configurations. Refer to the manufacturer’s documentation for a detailed
description of special cables you may need to connect your particular modem

Xiv

What Typographic Changes Mean

The following table describes the typographic changes used in this book.

TABLE P-1 Typographic Conventions

Typeface or Meaning Example
Symbol
AaBbCc123 The names of commands, Edit your .login file.

files, and directories;

Use Is -a to list all files.
on-screen computer output

machine_name% You have mail.

AaBbCc123 What you type, contrasted machine name% su
with on-screen computer Password:
output
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TABLE P-1  Typographic Conventions (continued)

Typeface or Meaning Example

Symbol

AaBbCc123 Command-line placeholder:  To delete a file, type rm filename.
replace with a real name or
value

AaBbCc123 Book titles, new words or Read Chapter 6 in User’s Guide. These
terms, or words to be are called class options.
emphasized

You must be root to do this.

Shell Prompts in Command Examples

The following table shows the default system prompt and superuser prompt for the

C shell, Bourne shell, and Korn shell.

TABLE P-2 Shell Prompts

Shell

Prompt

C shell prompt

C shell superuser prompt

Bourne shell and Korn shell prompt

Bourne shell and Korn shell superuser prompt

machine_name%

machine_name#

XV
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CHAPTER 1

Introducing Solstice PPP

This chapter describes the Solstice PPP implementation of the Point-to-Point Protocol
(PPP), and describes how it is used to run IP applications across PPP links.

m “Overview” on page 1

m “Running IP Applications over Solstice PPP” on page 2
m “Peer Authentication using PAP and CHAP” on page 9
m “Solstice PPP Product Architecture” on page 10

Overview

Solstice PPP is a standard implementation of the Point-to-Point Protocol (PPP), which
defines a method for transmitting multiprotocol datagrams over synchronous and
asynchronous serial point-to-point links, and the Internet Protocol Control Protocol
(IPCP), which defines a method for transmitting IP datagrams over PPP.

Synchronous PPP provides permanent connections between two endpoints, and is
typically used for LAN-to-LAN interconnectivity across dedicated leased-lines.
Asynchronous PPP provides temporary connections between two endpoints, and is
typically used for mobile communication, teleworking, and Internet access across
public and private telephone networks.

Feature Summary
m Interoperates with all standard implementations of PPP.

m Integration of synchronous and asynchronous PPP in a single, homogeneous
environment.



m Runs on both Solaris™ SPARC™ and Solaris x86 platforms.
m Simplified port and modem configuration.
m Dynamic IP address allocation to simplify server access.

m Enhanced security based on the PPP Password Authentication Protocol (PAP), the
PPP Challenge-Handshake Authentication Protocol (CHAP).

m Load-sharing increases available bandwidth for synchronous connections.
m Improved trace and log facilities to simplify troubleshooting.

m Interactive CHAT scripts to accept user input during the connection phase.

Product Conformance
Solstice PPP is a standard implementation of the following specifications:
m RFC 1661 (updates RFC 1331) — Point-to-Point Protocol (PPP)

Describes a standard method for transporting multiprotocol datagrams over serial
point-to-point links.

m RFC 1662 — PPP in HDLC-like Framing
Describes the use of HDLC-like framing for PPP encapsulated packets.
m RFC 1332 — PPP Internet Protocol Control Protocol (IPCP)

Describes the Network Control Protocol (NCP) for establishing and configuring
the Internet Protocol (IP) over PPP, and a method for negotiating the use of van
jacobson TCP/IP header compression with PPP.

m RFC 1334 — PPP Authentication Protocols

Describes two protocols for user authentication in the PPP domain: the Password
Authentication Protocol (PAP) and the Challenge-Handshake Authentication
Protocol (CHAP).

m RFC 1144 — Compressing TCP/IP Headers for Low-Speed Serial Links

Describes a method to improve the performance of TCP/IP connections across
low-speed links by compressing the packet headers.

Running IP Applications over Solstice
PPP

Once configured and started on a host machine, Solstice PPP encapsulates standard
IP packets and routes them across serial point-to-point links. This process occurs in
three phases, as shown in Figure 1-1.
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1. A physical connection is established between two endpoints.
2. A PPP link is established over the physical connection.
3. IP is established over the PPP link.

IP connection established over the PPP link

PPP link established over the physical connection

t Physical connection established between two endpoints

i

Public Telephone
Network

/

Figure 1-1  Establishing IP over PPP Links

Establishing the Physical Connection

Solstice PPP transmits data over full-duplex, bit-serial connections. It supports any of
the common serial communications protocols, including EIA-232-E (formerly,
RS-232-C), EIA-422, EIA-423, EIA-530, and CCITT V.24 and V.35. The physical
connection for Solstice PPP may be either synchronous or asynchronous.

Synchronous Connections

Synchronous connections use independent clocking signals to synchronize the data
transmission. They provide a permanent connection between two endpoints, and are
typically established over dedicated leased-lines.

You pay for the synchronous connection for the duration of the lease and the cost is
independent of the quantity of data transmitted. For these reasons, synchronous
connections are best suited to continuous data traffic and are used typically for
LAN-to-LAN interconnectivity and bulk transfers of information as shown in Figure
1-2.
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Ethernet LAN B
Ethernet LAN A

Frequent data transfers
between hosts

Router B

Router A

——,

L

Synchronous connection

.

Figure 1-2  Synchronous Connection between LANS.

The synchronous connection is established through a synchronous serial interface
installed in the host machine. The synchronous connection is established when
Solstice PPP is started; therefore, there is no independent connection phase when a
PPP link is established over a synchronous connection. Refer to the Solstice PPP
3.0.1 Installation Guide and Release Notes for a list of the synchronous serial
interfaces with which Solstice PPP has been tested.

Asynchronous Connections

Asynchronous connections either use information carried in the data itself (software
flow control), or handshake signals generated by the serial interface (hardware flow
control), to control the data transmission. They provide temporary connections
between two endpoints, and are typically established over private and public
telephone networks or null modem links.

The cost of the connection is related to the duration of the call and the distance
between endpoints. For this reason, asynchronous connections are best suited to
transient network traffic, and are used typically for mobile communication,
teleworking, and temporary access to Internet servers as shown in Figure 1-3.
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Client initiates connection to server
Modem

Public Telephone
Network

/

Internet Server

Server accepts connection and provides services

Figure 1-3  Asynchronous Connection between Client and Server

The asynchronous connection is established through an asynchronous serial interface
installed in the host machine, and a modem which represents the interface between
the host machine and the analog telephone network. During the connection phase,
the modems at each endpoint communicate to set up the call.

Refer to the Solstice PPP 3.0.1 Installation Guide and Release Notes for a list of the
asynchronous serial interfaces and modems with which Solstice PPP has been tested.
Configuration information for these modems is contained in the modem database file
letc/opt/SUNWconn/ppp/modems

You can modify the modems database file to add configuration information for
additional modems, provided they support standard Hayes AT commands. Refer to
the manufacturers’ documentation for details of the commands used to configure
your modem.

Establishing PPP over the Physical Connection

Once the physical connection is established, the two endpoints negotiate to define a
common configuration for the PPP layer. For synchronous connections, the PPP layer
is established each time you start Solstice PPP on your machine. For asynchronous
connections, the PPP layer is established each time you initiate a call to a remote host.

During the PPP negotiation phase, the endpoints exchange Link Control Protocol
(LCP) frames that contain information regarding the desired configuration and the
supported protocol options. Negotiated parameters include the use of compression
algorithms to improve performance over slow connections, and the use of
authentication protocols to protect against unauthorized access. The policy is to
converge the negotiation, if at all possible; however, if the two endpoints fail to agree
on a common configuration, the link is closed automatically.
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Establishing IP over PPP

Once the PPP link is established, the two endpoints negotiate to define a common
configuration for the IP layer. During the IP negotiation phase, the two endpoints
exchange Network Control Protocol (NCP) frames that contain information about the
desired configuration. The negotiated parameters can include the IP address. This
feature forms the basis of dynamic IP address allocation.

To route IP datagrams across synchronous or asynchronous PPP links, you must
define the logical IP interfaces that represent the boundary between Solstice PPP and
the IP layer of the Solaris operating system. These interfaces are initialized with the
negotiated configuration information.

Solstice PPP supports two types of IP interface:
m point-to-point IP interfaces (/dev/ipdptp  n)

m point-to-multipoint IP interfaces (/dev/ipd n)

Point-to-Point IP Interfaces (ipdptp n)

The point-to-point IP interface for Solstice PPP is /dev/ipdptp . This interface is
used to create a direct connection for IP between exactly two hosts, as shown in
Figure 1-4.

Ethernet LAN Ethernet LAN ——

2 &

— =

0 - Ol
B% PPP link [:
— _/

e

=t

Point-to-point IP connection
Figure 1-4  IP Point-to-Point Configuration

A point-to-point IP interface is defined by specifying a source address (or point of
attachment) and a unique destination address. There is a single possible destination
for the next hop, once the IP datagram has been passed to a given point-to-point
interface. Therefore, the same source address can be used for multiple point-to-point
connections on the same host. Multiple point-to-point connections can be used to
connect to several remote hosts simultaneously.

IP point-to-point connections are supported by both synchronous and asynchronous
Solstice PPP links.
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Point-to-Multipoint IP Interfaces (ipd n)

The point-to-multipoint IP interface for Solstice PPP is /dev/ipd . A single interface
is used to create IP connections between one host and several others, as shown in
Figure 1-5. The effect of using point-to-multipoint interfaces is to create a virtual
subnetwork, which is usually assigned its own subnetwork number.

Point-to-multipoint
IP configuration

Virtual
subnetwork

Figure 1-5 IP Point-to-Multipoint Configuration

A point-to-multipoint interface is defined by specifying a source address only. There
are multiple possible destinations for the next hop, once an IP datagram has been
passed to a point-to-multipoint interface. Therefore, each point-to-multipoint
interface must be assigned a unique source address.

IP point-to-multipoint connections are only supported by asynchronous Solstice PPP
links.

Load-Sharing for Synchronous PPP Links

Load-sharing is a Sun-specific enhancement to the standard implementation of PPP.
It increases the available bandwidth by sharing the network traffic from one IP
interface equally between two or more synchronous links, as shown in Figure 1-6.
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Ethernet LAN B

Ethernet LAN A

E_ Router B

Router A

——,

01010

Load-sharing over two
synchronous PPP links

=

Figure 1-6  Load-Sharing over Synchronous Links

Note - For optimum performance, all of the synchronous devices used for
load-sharing must be operating at the same line speed. Both ends of the link must be
running Solstice PPP in order to implement load-sharing.

See “Load-Sharing over Synchronous Links” on page 75 for a detailed example that
shows how to enable load-sharing using Solstice PPP.

Dynamic IP Address Allocation

Solstice PPP provides a mechanism for dynamic IP address allocation over
asynchronous PPP links. This mechanism is used by clients to request IP addresses
from a server at the time the PPP link is established.

Dynamic IP address allocation is enabled on the client side. When the client initiates
a PPP link to the server, it requests an IP address for the connection. The server
responds with its own IP address and the IP address it has allocated for the client’s
local interface, and the client uses these addresses to establish a point-to-point IP
connection over the existing PPP link.

To support dynamic IP address allocation on the server, you must define a pool of
point-to-point IP interfaces. The server allocates an interface from this pool when it
receives a request for IP addresses from a client, and the interface is returned to the
pool when the PPP link is terminated.

The number of IP interfaces in the pool should be equal to the number of modems
connected to the server; however, the number of clients supported by the server may
be much larger. IP addresses are allocated on demand for as long as there are
modems available to accept the connections.
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See Chapter 4for instructions on how to set up servers and clients to use dynamic IP
address allocation.

Static and Dynamic IP Interfaces

Point-to-point IP interfaces may be static or dynamic:

m Static IP interfaces are associated with a single asynchronous device (modem).
Clients that call this device are always given the same pair of IP addresses. Static
IP interfaces are commonly used when a small, or predictable, number of clients
connect to the server.

m Dynamic IP interfaces are associated with the available asynchronous devices
(modems) on demand. Clients that connect to the server may be allocated any IP
address from the pool, regardless of which device they call. Dynamic IP interfaces
are commonly used when a large, or unpredictable, number of clients connect to
the server.

See “Generic Internet Server Configuration” on page 87 for a detailed example of an
Internet server configuration that uses dynamic IP address allocation with dynamic
IP interfaces.

Peer Authentication using PAP and
CHAP

Solstice PPP implements peer authentication based on the Password Authentication
Protocol (PAP) and the Challenge-Handshake Authentication Protocol (CHAP)
defined by RFC 1334. Peer authentication is optional, and is negotiated during the
link establishment phase.

See “Editing the PPP Path Configuration File (ppp.conf )” on page 44 for
instructions on how to enable and use peer authentication.

Password Authentication Protocol (PAP)

The Password Authentication Protocol (PAP) provides simple password
authentication on initial link establishment. It is not a strong authentication method,
since passwords are transmitted in clear over the link and there is no protection from
repeated attacks during the life of the link.

When PAP authentication is requested by one end of the link during the link
establishment phase, the other end must respond with a valid and recognized
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identifier and password pair. If it fails to respond, or if either the identifier or
password are rejected, authentication fails and the link is closed.

PAP authentication may be requested by one end of the link only, or by both ends of
the link simultaneously. If both ends request PAP authentication, they exchange
identifiers and passwords. Authentication must be successful at both ends, or the
link is closed.

Challenge-Handshake Authentication Protocol
(CHAP)

The Challenge-Handshake Authentication Protocol (CHAP) provides password
authentication on initial link establishment, based on a three-way handshake
mechanism. It depends on a CHAP secret, known only to the authenticator and its
peer, which is not transmitted over the link.

When CHAP authentication is requested by one end of the link, it generates a
challenge message that includes a challenge value, which is calculated from the CHAP
secret. The other end must respond to the challenge message with a response value,
which is calculated from the challenge value received, and the common secret. If it
fails to respond, or if the response does not correspond to that expected by the
authenticator, the link is closed.

CHAP is a stronger authentication method than PAP, because the secret is not
transmitted over the link, and because it provides protection against repeated attacks
during the life of the link. As a result, if both PAP and CHAP authentication are
enabled, CHAP authentication is always performed first.

CHAP authentication may be requested by one end of the link only, or by both ends
of the link simultaneously. If both ends request CHAP authentication, they exchange
challenge and response messages. Authentication must be successful at both ends, or
the link is closed.

Solstice PPP Product Architecture

The primary components of Solstice PPP are shown in Figure 1-7 and are described
in the following sections.
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Figure 1-7  Solstice PPP Product Architecture

Point-to-Point Protocol (PPP) STREAMS Module

The PPP STREAMS module is a standard implementation of the Point-to-Point
Protocol described by RFC 1661. It establishes and configures data-link level
connections across serial point-to-point links, and encapsulates IP datagrams for
transmission as PPP frames.

IP Dialup Layer

The IP dialup layer represents the boundary between Solstice PPP and the Solaris
TCP/IP protocol suite. It includes a connection manager (ipdcm ), which maintains
and monitors the logical IP interfaces used by the IP layer to transmit datagrams
across a PPP link, and the IP interfaces themselves. There are two types of IP
interface associated with Solstice PPP:

m |IP point-to-point interfaces (/dev/ipdptp  n)
m |IP point-to-multipoint interfaces (/dev/ipd n)

See “Establishing IP over PPP” on page 6 for a detailed description of these interfaces.
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PPP Link Manager

The PPP link manager (pppd) controls all the communication links established using
Solstice PPP. It reads the information in the Solstice PPP configuration files and
configures the IP dialup layer and the PPP STREAMS module.

PPP Login Service

The PPP login service (pppls ) is used to accept incoming connections from remote
users. It relies on the standard UNIX login to validate the user name and password,
and informs the PPP link manager of the existence of a valid PPP connection when
the user is accepted.

Before a machine running Solstice PPP can accept incoming calls, the system
administrator must create a user account for each remote user. This account must
contain the user name and password, and must call /usr/sbin/pppls as the
default login shell.

See “Adding User Accounts for Incoming Connections” on page 27 for a detailed
description of how to create user accounts for the PPP login service.

PPP Diagnostic Utilities (ppptrace and pppstat )

Solstice PPP includes two diagnostic utilities that display information recovered from
the PPP STREAMS module. The PPP trace utility /usr/bin/ppptrace displays
PPP frame information, and the statistics collection utility /usr/bin/pppstat

displays a cumulative record of the number and type of PPP frames sent and
received since Solstice PPP was started.

PPP Initialization Script (pppinit )

The PPP initialization script, /usr/bin/pppinit, is used to create a basic network
configuration. Use pppinit  to configure Solstice PPP for the first time, and then
modify the configuration files to create more complex PPP networks.

PPP Configuration Files (ppp.conf and link.conf )

Configuration information for Solstice PPP is contained in two configuration files.
These files are created with basic configuration information using the PPP
initialization script (pppinit) . They may be modified later to add details of more
complex configurations.

The file /etc/opt/SUNWconn/ppp/ppp.conf describes the synchronous and
asynchronous paths used for IP connections over PPP. The file
/etc/opt/SUNWconn/ppp/link.conf defines the various serial devices available
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for establishing PPP links, and creates a mapping between these devices and the
remote hosts for outgoing connections.

See Chapter 4for a detailed description of these files.

PPP CHAT (or Connect) Scripts

By default, the CHAT (or connect) scripts are located in the directory
letc/opt/SUNWconn/ppp/script . CHAT scripts contain information that defines
the login dialog used to initiate asynchronous connections to remote hosts, including
the login id and login password sent by the local host. You must create a unique
CHAT script for each remote host to which connections will be initiated.

Some of the information contained in the CHAT script is dependent on the operating
system running on the remote host. The PPP initialization script (pppinit ) can be
used to create CHAT scripts to initiate connections to hosts running a Solaris™
environment.

PPP Log File (ppp.log )

The status and error messages generated by the PPP link manager are logged in the
file /var/adm/log/ppp.log . See “Status and Error Messages” on page 129 for a
detailed description of the messages that appear in this file.
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Figure 1-8 IP Connections over Synchronous and Asynchronous Links
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CHAPTER 2

Configuring Solstice PPP using
pppinit

This chapter tells you how to create a basic configuration using the script
pppinit(dM) , and how to add user accounts for incoming connections using
admintool(1M).

m “About pppinit ” on page 15

m “Adding Hosts for Solstice PPP” on page 16

m “Using pppinit ” on page 16

m “Configuring Synchronous Links” on page 17
m “Configuring Asynchronous Links” on page 20
m “Saving your Configuration” on page 27

m “Adding User Accounts for Incoming Connections” on page 27

About pppinit

The script pppinit  helps you create a basic configuration of IP point-to-point
connections over synchronous and asynchronous PPP links. It requests information
about your network, and enters this information in the configuration files for Solstice
PPP (ppp.conf and link.conf ).

You should run pppinit  when you configure Solstice PPP for the first time. To
create more complex configurations, including IP point-to-multipoint configurations,
edit the configuration files to add the relevant information. See Chapter 4 for
detailed instructions.
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Adding Hosts for Solstice PPP

Before running pppinit , edit the file /etc/hosts to enter the source and
destination addresses used for synchronous PPP links.

For example:

127.0.0.1 localhost
129.xxx.xxx.32  epic loghost
129.xxx.xxx.117 epic-ppp
129.xxx.xxx.119 odyssey-ppp
129.xxx.xxx.01  olympus-ppp

This step is necessary because Solstice PPP is started before the naming service (NIS/
NIS+) when the machine is rebooted, so it reads the host information from the local
files.

If you configure your machine to accept incoming asynchronous connections, you
also need to create user accounts for each remote host. See “Adding User Accounts
for Incoming Connections” on page 27 for detailed instructions.

Using pppinit

Caution - Running pppinit  overwrites any existing configuration. Ideally, you
should use pppinit  to configure Solstice PPP for the first time only, and then edit
the configuration files thereafter. See Chapter 4 for details of the keywords contained
in the configuration files for Solstice PPP.

To create a configuration of IP point-to-point connections over synchronous and
asynchronous PPP links:

1. Log in as root, or become superuser.

2. Start pppinit . Note that this will overwrite any previous configurations.

prompt# /usr/bin/pppinit

3. Select a synchronous or an asynchronous link for configuration.
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Type 1 or 2 to configure asynchronous links. Type 3 to configure synchronous
links. Type W to exit from the script immediately, without saving any changes.

Welcome to the Solstice PPP 3.0 configuration script

[1] - Asynchronous client.

[2] - Asynchronous client/server.
[3] - Synchronous.

[W] - Exit Without saving

Choice:

Configuring Synchronous Links

To configure synchronous links you must define one or more synchronous devices,
and the IP interfaces that will be associated with them.

Configuring Synchronous Devices

1. Enter the Unix device name of the serial port for this link.

The two on-board serial ports are named zshO (port A) and zshl (port B). High
speed interface ports have names of the form hih n.

| Unix device for serial interface (zshO, hihO, ...): zshO |

2. Specify the type of clocking for the port.

Choose Internal, if the system baud rate provides clocking, or External if the clock
is provided by some other device. You can also specify your own clocking
parameters for the transmit (txc ) and receive (rxc ) clocks.

Type of clocking for this port

[1] - Internal (loopback=no txc=baud rxc=rxc)
[2] - External (loopback=no txc=txc rxc=rxc)
[3] - Specify own clocking parameters
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(Continuation)

Your choice [1]:

3. Specify the line speed, if required.

If you chose internal clocking in the previous step, you must also specify the line
speed for the device. The default value 19200 is the optimum line speed for the

on-board serial interfaces (zsh n). .

Line speed [19200]:

4. Confirm the configuration of your synchronous device.
The script displays the choices you selected. Type y to add this device to the

configuration file.

sync_device syncdevO
unix_device zshO
line_speed 19200
tx_clock baud
rx_clock rxc

Ok to add this entry? [y]: y

Configuring IP Interfaces for Synchronous Devices

1. Enter the local IP address.
Enter a hostname that appears in the file /etc/hosts

on your machine, or enter

an IP address using dot notation. Press Return to accept the default hostname.

Local IP address [papyrus]: 129.xxx.Xxx.11

2. Enter the remote IP address.

Enter a hostname that appears in the file /etc/hosts
an IP address using dot notation.

on your machine, or enter

Remote IP address: epic
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3. Enter the Maximum Transmission Unit (MTU).
By default, the MTU is set to 1500, which is the optimum value for Ethernet
connections, and is sufficient in most cases. Enter a new value for the MTU
(between 60 and 8232), or press Return to accept the default.

| IP Maximum Transmission Unit (MTU) [1500]:

4. Enter the names of the synchronous devices that the interface will use.

The script displays a list of all the synchronous devices that you defined earlier. If
you associate several devices with a single synchronous interface, you enable
load-sharing for this link.

Select synchronous interfaces for ipdptpO
Choose between:

zshO zshl

Enter a comma separated list :
zsh0,zsh1l

5. Confirm the configuration of your IP interface.

The script displays the choices you selected. Type y to add this device to the
configuration file.

ifconfig ipdptp0 plumb
ifconfig ipdptp0 papyrus epic mtu 1500 netmask 255.255.255.0 up

sync_path
ip_interfaceipdptp0
unix_devicezsh0

sync_path
ip_interfaceipdptp0
unix_devicezshl

Ok to add this configuration [y]? y
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Configuring Asynchronous Links

To configure an asynchronous link you must define one or more asynchronous
devices (modems), the IP interfaces that will be associated with them, and any
remote hosts to which you will be able to initiate connections.

Configuring Asynchronous Devices

1. Specify the type of modem connected to your machine.

The script displays a list of the modems described in the modem database file
letc/opt/SUNWconn/ppp/modems . You can add other modem descriptions to
this file.

Select one modem from your database
There are 11 modems available:

[0] - Null Modem

[1] - BocaModem V.34 DataFax

[2] - AT&T DataPort Express

[3] - Standard hayes

[4] - Cardinal V.34/V.FC 28.8 data/fax

[5] - SupraFaxModem 288

[6] - Hayes Accura 144B

[7] - Hayes Accura 288V.FC

[8] - Practical 14400 V32bis

[9] - USRobotics Sporter 14400

[10] - USRobotics Sporter 288

Modem type (+/- to scroll the list): 1

2. Specify the Unix device for the port to which the modem is connected.

List of unix devices available: [ ttya ttyb ]
Unix device for serial interface [ttya]:

3. Specify the line speed for the connection between the modem and the machine.

For optimum performance, the line speed should be as high as possible. The
default value should be used in most cases.
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| Line speed [38400]: |

4. Specify the type of calls that this modem will be used for.

You can use the modem to initiate calls to remote hosts (dial only), to accept calls
from remote hosts (answer only), or to both initiate and accept calls (both).

What type of calls will this modem be used for:

[1] - Dial only
[2] - Answer only
[3] - Both

Choice (default 1): 3

5. Confirm the configuration of your modem.

The script displays the choices you selected. Type y to add this device to the
configuration file.

dialup_device pppdev0
unix_devicettya
line_speed38400
modemBocaModem V.34 DataFax
call_setupboth

Ok to add this entry [y]? vy

6. Repeat the previous steps until you have configured all the asynchronous
devices attached to your machine.

Configuring Modem Pools (optional)

If you define two or more asynchronous devices, you can configure a modem pool.
The link manager will choose a modem from the pool to call the remote host.

1. Indicate if you want to configure a modem pool.

| Do you want to set up modem pools? [n] y

2. Specify the devices included in the modem pool.

The script displays a list of the devices you defined earlier. Enter a list of devices
separated by commas or spaces.
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Choose between:
pppdevO pppdevl

Enter a comma separated list to define the pool:
pppdevO, pppdevl

3. Confirm the configuration of your modem pool.

The script displays the choices you selected. Type y to add this device to the
configuration file.

pool_device pool0
pppdevO pppdevl

Confirm to add this entry [y]: y

Configuring Remote Hosts for Dialing

Note - If you configured your modems to accept calls initiated by remote hosts only,
you do not need to enter any remote host information.

1. Enter the name of the remote host.

This is the name that will be used to identify the remote host for outgoing calls.
You can choose any text string as the name of a remote host.

Name of the remote host: odyssey

2. Enter the telephone number that will be used to initiate calls to this remote
host.

Phone number for this host: 1234567890

3. Enter the name of file that contains the CHAT (or connect) script used to
initiate calls to this remote host.
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The CHAT script defines the dialog used to login the remote host, including the
login id and the login password sent by the local host. This dialog is dependent
on the operating system running on the remote host.

Filename of the chat script: odyssey.chat

If the file you specify does not exist, the script can create a template file for
making Unix connections in the directory

/etc/opt/SUNWconn/ppp/script. You may need to edit this template if you
are connecting to a remote host running another operating system.

The file you specified does not exist. This script can create
a template file, with default parameters for connecting
to Unix systems. Do you want to do this now? [y] y

Enter the login id that your machine will send to the remote host to initiate a call.
There must be a corresponding user account created on the remote host. The
login id must be eight characters or less.

Login id sent to odyssey (up to 8 characters): pppO

Enter the password that your machine will send with the login id. Type it again
to confirm. The password you type is not displayed on the screen.

Password:
Re-enter Password:

4.

Indicate if you want to use a specific modem for making calls to this remote
host.

Type n if you have only one modem, or if you want to be able to use any modem
to call this remote host. If you type y in response to this question, the script will
list the modems and modem pools you configured earlier. Enter the name of the
modem or modem pool you want to use to call this remote host.

Do you want to set a specific pool or modem for this host [n]:

Confirm the configuration of your remote host.

The script displays the choices you selected. Type y to add this host to the
configuration file.
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remote_host epic
phone_number1234567890
chat_scriptodyssey.chat

Ok to add this entry [y]? y

6. Repeat the previous steps until you have defined all the remote hosts to which
your machine will initiate calls.

Configuring IP Interfaces to Answer Calls

Note - If you configured your modems to initiate outgoing calls only (dial only), you
cannot configure IP interfaces to answer calls.

1. Indicate that you want to set up an IP interface to accept incoming calls.
By default, IP interfaces are assigned names of the form ipdptp n.

IP information for ipdptpl

Do you want to use this interface to accept calls
initiated by a remote host [y]? y

2. Enter the local IP address for this interface.

Enter a hostname that appears in the file /etc/hosts on your machine, or enter
an IP address using dot notation. Press Return to accept the default hostname.

Local IP address information
Enter an IP host that is listed in your hosts map
or an IP address with internet dot notation

Local IP address [papyrus]: 129.xxx.Xxx.11

3. Enter the remote IP address for this interface.
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Enter a hostname that appears in the file /etc/hosts on your machine, or enter
an IP address using dot notation.

Remote IP address information
Enter an IP host that is listed in your hosts map
or an IP address with internet notation

Remote IP address: odyssey

4. Enter the IP netmask for this interface.

IP netmask for this interface [255.255.255.0]:

5. Enter the Maximum Transmission Unit (MTU).
By default, the MTU is set to 1500 bytes, which is the optimum value for Ethernet
connections, and is sufficient in most cases. Enter a new value for the MTU
(between 60 and 8232), or Press Return to accept the default.

| IP Maximum Transmission Unit (MTU) [1500]:

6. Enter the login id that you expect to receive from the remote host associated
with this interface.

You must create a user account on your machine that corresponds to this login id.
The login id must be eight characters or less.

To accept calls using this interface, you must specify the login

id you expect to receive from the remote host. You must also create
a user account that associates this login id with a valid password.
Login id expected from remote host: od-login

Configuring IP Interfaces to Dial Calls

Note - If you configured your modems to accept incoming calls only (answer only),
you cannot configure IP interfaces to dial calls.

1. Indicate that you want to set up an IP interface to initiate calls to remote hosts.
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Do you want to use this interface to initiate
calls to a remote host [y]? y

2. Enter the name of the remote host you want to be able to call.
The script displays a list of the remote hosts you defined earlier. Enter the name
of one of these hosts.

| Remote host for 